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ON THE EVE OF THE GREAT JUBILEE - 50 YEARS
OF THE MACEDONIAN ACADEMY OF SCIENCES AND ARTS
1967 — 2017

Taki Fiti
President of the Macedonian Academy of Sciences and Arts

This year the Macedonian Academy of Sciences and Arts (MASA) marks and celebrates a great jubilee
— 50 years of existence and work of our highest institution in the field of sciences and arts. Although on 22
February 2017 the 50th anniversary of the enactment of MASA in the Assembly of the Socialistic Republic
of Macedonia was marked, and on October 10 it will be 50 years since the solemn establishment of MASA,
we proudly emphasize that our roots, the roots of the Macedonian and Slavic cultural and spiritual continuity,
are far back, in a time dimension which is measured in centuries. Because the mission of the Ss. Cyril and
Methodius, the historical events that made Ohrid, with the famous Ohrid Literary School, already in the 1X
century to become the center of the Slavic educational and enlightening activity, which then spread
throughout all Slavic countries, have fundamentally changed our contribution to the treasury of the European
culture and civilization. And furthermore, centuries later, in the middle of the XI1X century the Macedonian
revival began, with a pleiad of our cultural and national activists. These processes at the beginning of the
XX century resulted in the establishment of the Macedonian Scientific and Literary Fellowship in Saint
Petersburg, led by Dimitrija Chupovski and Krste Petkov Misirkov, whose rich scientific, literary and
cultural activities were a significant reflection of our spiritual continuity and identity, and an event that has
marked the dawn of the Macedonian Academy of Sciences and Arts. This continuity will remain in the period
between the two world wars, with a pleiad of artists in literature, art, music, philological, economic, legal
and technical sciences. A few years after World War 11, in 1949, in free Republic of Macedonia, the first
state University of “Ss. Cyril and Methodius” was established, within which, in less than two decades, solid
personnel resources were created which allowed rapid development of the higher education and scientific
activity in our country. It was an event of great importance for the establishment of MASA as the highest
institution in the field of sciences and arts.

This millennium pace and continuity in the development of art and scientific thought in our region is
an indication and evidence that we are not a nation without its own roots, without its own history, without
its own culture, and that the attempts to deny our identity, language, name, no matter where they come from,
are residual of the Balkan anachronisms, and essentially speaking, they are absurd and retrograde.

Immediately after the establishment of MASA followed a period of rapid development, diversification
and enrichment of its scientific and research activities and artistic work. Almost two decades after the
establishment MASA entered the phase of its maturity and has grown and has affirmed as the fundament of
the Macedonian science, language, culture and history and as one of the pillars and symbols of the statehood
of the Republic of Macedonia.

Today, MASA, according to its integral concept, structure and function, has all the necessary attributes
of a modern national academy of European type, and of course, performs the three basic functions typical of
the European national academies: creating communication space for confrontation of different views and
opinions on important issues in the field of sciences and arts, scientific and research work and advisory role.

The scientific and research activities and artistic work, in fact, constitute the core of the activity of
MASA. The number of completed scientific and research projects and projects in the field of arts within
MASA is impressive — more than 1,000 projects in the past 50 years. Some of these projects are long-term
and are mainly related to the strategic issues of specific national interest, and significant is the number of
fundamental and applied research in all fields of science and art represented in the Academy. MASA
members in their scientific research increasingly incorporate the international dimension in the work — in the
recent years more than 60% of the scientific papers have been published in international journals, most of
which have been published in journals with impact factor; 50% of the papers that have been published in
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proceedings of scientific and professional meetings are related to meetings held abroad, etc. In addition, the
works of our renowned writers and poets, members of MASA, are translated into foreign languages, and
their work has found its place in world anthologies. Our prominent painters and sculptors of the older and
the younger generation have created and create masterworks that are regularly exhibited at home and abroad.
It should be particularly noted that our two research centers — Research Center for Energy and Sustainable
Development and the Research Centre for Genetic Engineering and Biotechnology “Georgi D. Efremov”,
that have gained high reputation in the region and beyond, continue to successfully maintain the attained
position. The work of the other research centers also enhances, including the newly established ones, which
have begun to work on significant international scientific and research projects.

In its half-century of existence and work MASA developed a rich publishing activity. Since its
establishment until today around 700 titles have been published — monographs, results of scientific projects,
proceedings from scientific meetings, music releases, facsimile and jubilee publications, joint publications
with other academies and scientific institutions, publications of solemn meetings, special issues of the
departments of MASA etc. A special contribution to the publishing activities of MASA provides the “Trifun
Kostovski” Foundation that has been existing and working for 18 years.

MASA proactively follows the changes and the new trends in the scope of the advisory function of
the modern European national economies, and in that context the obligations arising from the project SAPEA
- Science Advice for Policy by European Academies, initiated by the European Commission in order to
intensify the cooperation of the European academies within their advisory role. Through the publication of
the results of our scientific and research work, their presentation to the wider scientific and professional
public in the country, to the government officials, etc., MASA participates in the policy-making in the field
of sciences and arts and in the overall development of the country. The maintenance of the independence of
MASA in carrying out the advisory role is our highest priority and principle.

In the recent years MASA has developed extensive international cooperation that contributes to the
affirmation of the Macedonian scientific and artistic work and to the increasing of the reputation of MASA
and of the Republic of Macedonia in international scale. Today, our Academy cooperates with more than 30
foreign academies and scientific societies and is a member of 7 international associations of academies. In
the recent years the cooperation with the academies from the neighboring countries has been intensified, as
well as with the Leibniz Society of Sciences from Berlin, and also, within the so-called Berlin process (Joint
Science Conference of Western Balkans Process / Berlin Process) the cooperation with the German National
Academy of Sciences — Leopoldina, with the French Academy of Sciences, the academies of Southeast
Europe and others.

Due to the results achieved in its work, MASA and its members have won a number of high national
and international awards. In the past 50 years, MASA has won around 90 awards and recognitions — charters,
plaques, certificates of appreciation, medals and decorations from national and international scientific,
educational, artistic and other institutions. Particularly, it should be noted that MASA has been awarded with
the high decoration Order of the Republic of Macedonia for the contribution to the development of the
scientific and research activity and artistic creativity of importance to the development and affirmation of
the Macedonian science and state, which is awarded by the President of the Republic of Macedonia, as well
as the prestigious Samuel Mitja Rapoport award of the Leibniz Society of Sciences from Berlin, which, for
the first time, has been awarded to MASA. Today, 22 members of MASA have the status of foreign,
corresponding and honorary members, as well as holders of honorary PhDs at around 60 foreign academies,
scientific societies and universities.

*kx

The developmental trajectory of MASA unambiguously confirms that the Academy, in its 50 years of
existence and work, faced with periods of heights, but also periods of descents and turbulences that are most
directly linked to the situation in the Macedonian society, i.e. with crisis periods of different nature — the
dissolution of the former common state (SFR Yugoslavia), problems with the recognition of the international
status of the country after its independence, the embargoes and the blockades of the country in the early
transition years, the internal conflict in 2001 and the political crisis in the last two-three years. In such crises
and tense periods the criticism for the Academy grew — that MASA is an institution closed in itself, that
MASA stays away from the current issues and developments in the country, and so on. On the one hand, it
is a result of the insufficient understanding of the social role of the Academy — MASA is the highest scientific
institution, where hasty reactions of columnist 'type’, with daily political features are not characteristic. On
the contrary, MASA uses facts and arguments. The basic activity of MASA, the results achieved in the

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 38 (1), 5-8 (2017)
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scientific research and the artistic work is our identification within the national and international professional
and scientific community, and beyond, within our society. On the other hand, this criticism and perception
of MASA has a real basis in the fact that MASA, as opposed to the huge opus of implemented scientific and
research and artistic projects still insufficiently affirms the results of its scientific and artistic production to
the public. It is our weakness that we must overcome in the future. Of course, we cannot and must not “turn
a blind eye” to the other weaknesses and omissions which, at least from time to time, we have faced with
over the past 50 years and which we will face with in the future — insufficient scientific criticism of the
events in the field of sciences and arts, insufficient resistance to political influence etc. On the contrary, in
the future, we will have to clearly identify the weaknesses and the oversights in our work and to find out the
right approaches to overcome them.

Today we live in a world of great science. The strong development of sciences, the new technological
model based on information and communication technologies, the new wave of entrepreneurial restructuring
of economies and societies, the globalization of the world economic activity, opened new perspectives to the
economic growth and the development of individual countries and of the world economy as a whole.
However, these processes, by their nature, are contradictory. The latest global financial and economic crisis
of 2007-2009 revealed the contradictions of the globalization and the discontent of the people from it — the
uneven distribution of wealth and power among individual countries, destruction of the resources and the
environment worldwide, exhaustion of power of the existing technology and development models. These
processes resulted in other problems — refugee and migration crises, strengthening of the regional and
national protectionism despite the efforts to liberalize the international trade, fencing of the countries with
walls at the beginning of the new millennium, changes in the economic and technological power and of the
geo-strategic position and importance of entire regions and continents, etc. Nevertheless, one thing is a fact
— societies that aspire to grow into societies and knowledge-based economies more easily deal with all the
above mentioned problems, challenges and risks of the modern world. Of course, moving towards a
development knowledge-based model assumes large investments of resources in education, science, research
and development and in culture, simultaneously accompanied by well-conceived and devised strategies on
development of these crucial areas of the human spirit and civilizational endurance. Hence, this fact,
undoubtedly, emphasizes the special significance of the national academies of sciences and arts in achieving
this objective.

In the recent years the Republic of Macedonia has been facing with the most difficult political and
social crisis in the period after its independence. We are facing a crisis of the institutions, breach of the
principles of the rule of law, the phenomenon of “captured state”, a decline in the process of democratization
of the society and falling behind on the road to the Euro-Atlantic integration processes. The problems that
are now in the focus of our reality will require major reforms, much knowledge, energy and political will to
overcome them. In this sense, and in this context, the role of MASA and of the overall scientific potential of
the country in overcoming the crisis is also particularly important.

The above summarized evaluations and considerations about the development of MASA in the past
50 years, about the achievements in the realization of its basic activity, about the problems it faced and faces
with, about the major challenges arising from the new age and which are determined with the changes in the
international and national environment, they alone define the main priorities of our Academy in the
forthcoming period:

- Our long-term goals are contained in the mission and vision of MASA as the highest institution in
the field of sciences and arts. The mission of MASA is through the development of the basic functions that
are characteristic for all modern national academies of European type, to give its full contribution to the
inclusion of the Macedonian science and art in the modern European and world trends, and our vision is the
Republic of Macedonia to become an advanced society based on science and knowledge;

- In the forthcoming years the focus of the scientific and research activity and artistic work of MASA,
in cooperation with the other scientific and research institutions in the country and with government experts,
will be particularly focused on the elaboration of issues and topics that are most directly related to the sources
of the current political and social crisis in the country in order to offer possible solutions, approaches and
policies to overcome it;

- The issues related to the Euro-Atlantic integration processes of the Republic of Macedonia, their
continuous and persistent scientific monitoring and elaboration and active participation of MASA members
in the preparation for the accession negotiations with the EU will remain a high priority on the agenda of

Tpunosu, Ogg. apup. maiu. buoiuex. nayku, MAHY, 38 (1), 5-8 (2017)
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MASA. Our ultimate goal is the Republic of Macedonia to become a democratic, economically prosperous
and multicultural European country.

- The increasing incorporation of the international dimension in the scientific and artistic work of
MASA, through the cooperation with foreign academies, scientific societies and other scientific institutions,
through application and work on scientific projects financed by the European funds and the funds of other
international financial institutions, also remains our important priority.

Let us congratulate ourselves on the great jubilee — 50 years of the Macedonian Academy of Sciences
and Arts.

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 38 (1), 5-8 (2017)
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IN HONOUR OF ACADEMICIAN BOJAN SOPTRAJANOV’S 80" BIRTHDAY

Bojan Soptrajanov was born on 26 January
1937 in Cacak, Serbia. His parents were then high-
school teachers, Nevena a teacher in geography and
Todor a teacher in history. He was given a name
which, that time, was rather rare.

He grew up in Cacak and Prokuplje (then
Kingdom of Yugoslavia) and in 1941 moved to
Skopje (then under Bulgarian occupation). Later on
he lived in Belgrade and Veles, returning to Skopje
in 1950 and stayed there ever since, except for a
year and a half while working for a master degree
in USA.

In 1965 he married Lidija, presently a retired
full professor of chemistry.

He has two daughters, Jasna and Lada, a
granddaughter, Viktorija and three grandsons: Ivan,
Bojan and Marko. Lada is married to Velimir (Vel-
jo) and Viktorija and Marko are their children.

EDUCATION

His first grade (which, during the war times,
lasted for only three weeks) was in Skopje (in Bul-
garian) and the rest of the primary schooling took
place in Skopje (in Macedonian), Belgrade (in Ser-
bian) and Veles (again in Macedonian). He then
attended a high school ("Cvetan Dimov") in Skopje
up to 1955 when he enrolled in the studies of chem-
istry at the Ss. Cyril and Methodius University in
Skopje. He graduated in 1960 as the best student of
the Ss. Cyril and Methodius University on gradua-
tion and was the best student of the Faculty of Nat-
ural Sciences and Mathematics in the first 25 years
of its existence (1946-1971).

His graduate studies were at Indiana Univer-
sity in Bloomingon, IND (1964-1965) completed
with the master's thesis entitled "Vibrational As-
signment of the Infrared Spectrum of 1,2,5-
Thiadiazole".

The doctoral thesis (1973) of Bojan Sop-
trajanov is enitled "Spectroscopic Investigation of
Crystallohydrates with Particular Attention to the
Spectrum of Water — Systems with Very Low
d(HOH) Frequencies" (The original title in Mace-
donian is "Ciekitipockoiicko — usyuyearbe Ha
Kpuctianoxugpaiuu co ioceber océpit Ha cileKila-
poii na eogaiia — Cuctiiemu coO MOWIHE HUCKU
O(HOH) ¢ppexsenyuu".).

TEACHING POSITIONS

The first teaching position of Bojan Soptra-
janov was as an assistant-lecturer at the then Tech-
ical Faculty — Technological division (1960-1961).

After a year in the army, in 1962 he was elect-
ed to the position of assistant-lecturer in the Faculty
of Natural Sciences and Mathematics — Division of
Chemistry and held that position until 1969.

In 1969 he was elected to the position of do-
cent (assistant professor) at the Faculty of Natural
Sciences and Mathematics, University of Skopje,
remaining at that position until 1974.

He became an associate professor in 1974
and held that position until 1974, at first at the Fac-
ulty of Natural Sciences and Mathematics — Divi-
sion of Chemistry and then at the Faculty of Chem-
istry (1978).

Bojan Soptrajanov was elected to the posi-
tion of full professor in 1978 and held that position
until 2002 when he retired.
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Nominally he was a professor of physical
chemistry but taught (for undergraduate or graduate
students in Skopje, Stip and Leskovac) other sub-
jects such as Radiochemistry, History of chemistry,
Spectroscopic applications of group theory, Spec-
troscopic methods for determination of molecular
structures, Methodology of chemistry teaching and
Methodology of research. Most of these courses
were taught for the first time by him except for his
two physical chemistry courses that he reshaped
and modernized.

PROFESSIONAL AND OTHER POSITIONS

Bojan Soptrajanov held a number of profes-
sional positions, among them:

Vice dean (prodekan) of the Faculty of
Chemistry (1983-1985); vice president (prorector)
for education and research of the Ss. Cyril and
Methodius University in Skopje (1988-1990);
member of the Macedonian Academy of Sciences
and Arts (MASA) from 1994; vice president of
MASA (2008-2011); head of the Division of
Mathematical and Technical Sciences in MASA
(2003-2007). Presently he is the head of the Re-
search Center for Environment and Materials in
MASA.

He is a member of the European Academy of
Sciences and Arts (since 2008).

Also: The last president of the Union of the
Chemical Societies of Yugoslavia; president and
vice president of the Union of Chemists and Tech-
nologists of Macedonia (Sojuz na hemicarite i
tehnolozite na Makedonija); president of the Com-
mission for Spectroscopy of the Union of the
Chemical Societies of Yugoslavia) and others.

RESEARCH ACTIVITIES, PUBLICATIONS
AND COMMUNICATIONS

e Main area of research: structural chemistry
(particularly vibrational spectroscopy);

e Other areas of research interest: education in
general; use of computers in education; systems
of scientific information;

e Principal investigator: A number of projects
within Macedonia and former Yugoslavia, and
projects for cooperation in science with col-
leagues from Uppsala, (Sweden), London
(UK), Moscow (Russia), Sofia (Bulgaria), Hal-
le (Germany) and Siegen (Germany);

e Papers: Over 200 scientific and professional
papers of which more than 100 are included in

the data base of the Institute for Scientific In-
formation (ISI);

Scientific communications: Approximately 350
communications at scientific meetings (around
150 at international conferences and approxi-
mately 90 at meetings outside Macedonia);
Invited speaker: Plenary lecturer at scientific
meetings in Macedonia, in former Yugoslavia,
in Ukraine, in Turkey and key-note speaker at
Colloquium Spectroscopicum Internationale;
Lectures abroad: In Uppsala, London, Halle,
Siegen, Belgrade, Sofia;

Scientific journals: Founder and editor-in-chief
of the Macedonian Journal of Chemistry and
Chemical Engineering (formerly Bulletin of the
Chemists and Technologists of Macedonia),
presently member of the Editorial Council of
the Journal, previously member of the editorial
boards of two Yugoslav journals (Hemijska in-
dustrija, Yugoslav Chemical Papers).

TEACHING EXPERIENCE

Subjects taught (for undergraduate or graduate
students in Skopje, Stip and Leskovac): Physi-
cal chemistry, Spectroscopic applications of
group theory, Spectroscopic methods for de-
termination of molecular structures, Methodol-
ogy of chemistry teaching, Methodology of re-
search;

Mentor of eight doctoral candidates of which
seven are already university teachers (active or
retired) and eighteen candidates for the master
degree;

Author of a number of high-school text-books
in chemistry and texts for university students.

ORGANIZATION OF SCIENTIFIC
MEETINGS

President of the scientific committee at four all-
Yugoslav congresses;

Other organizational activities: Member of the
organizing and scientific committees of a num-
ber of meetings (one international), mainly in
chemistry.

AWARDS

Best student of the Ss. Cyril and Methodius
University on graduation;

Best student of the Faculty of Natural Sciences
and Mathematics in the first 25 years of its ex-
istence;

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 38 (1), 9-11 (2017)
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Medal: Merits for the people with a silver star;
Two plaques (1999 and 19840 of the Ss. Cyril
and Methodius University;

The national award "11. Oktomvri" in 2005;
The Throne Medal "Macedonian Cross" of the
Macedonian Orthodox Cherch;

The Tomasius Medal of the University of Hal-
le;

President of the Board for awarding the "Sv.
Kliment Ohridski" award (two terms), member
of the Board;

Member of the Board for awarding the "Sv.
Kliment Ohridski" award;

Member of the Board for awarding the "Goce
Delcev" award;

Others such memberships.
OTHER INTERESTS

He was an active "izvidnik" (boy scout);

He has a keen interest in the language in gen-
eral and, especially, in the language of chemis-
try (holding a degree of honorary linguist be-
stowed by the members of the Research Center
for Areal Linguistics at MASA);

Bojan Soptrajanov has been, for quite a long
time, abstractor in the best known referral pub-
lication Chemical Abstracts;

His work has been appreciated by colleagues
from abroad and within his research group.

Editorial Board
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Overview

Thinking about a suitable topic to be put at the opening pages of this special issue dedicated to the
80" anniversary of academician Bojan Soptrajanov, we deemed more than appropriate to place the
thought provoking overview of a big friend of Macedonia and the Ss. Cyril and Methodius University in
Skopje, our honorary professor James Trefil, a Clarence Robinson Professor of Physics, from the George
Mason University in Fairfax, Virginia. Prof. Trefil is a great scientist and even greater educator (the latter
is known to anyone that has read at least one of the 50+ books written by him). The overview is on the (al-
ways relevant) topics like science, science education, science teaching and scientific literacy, as a need in
a truly democratic society.

SCIENCE EDUCATION AND THE TWO CULTURES®

James Trefil

Clarence J Robinson Professor of Physics, George Mason University,
Fairfax, Virginia, USA

e-mail: jtrefil@gmu.edu

In 1959 the British scientist, novelist, and
government official C.P. Snow (1905-1980) gave
the prestigious Rede Lecture at Cambridge Univer-
sity. His argument, which has come to be known as
the Two Cultures' view, was that the academic
world was divided into two non-overlapping camps
which he characterized as the scientific and the liter-
ary cultures. He argued that while scientists general-
ly have some background in the humanities — how
many scientists do you know, for example, that have
never seen or read a play by Shakespeare?—literary
types generally know little about science. In what is
perhaps the most famous passage in his book, he
recounts the experience of listening to literary types
going on about the illiteracy of scientists and then
asking "How many of you can tell me what the Se-
cond Law of thermodynamics is?" He was, as you
might expect, met by a thundering silence.

Approaching the Two Cultures divide from
the science side, there is a question that comes nat-
urally to the mind of someone involved in science
education: given that we want to provide those in
the literary culture with some knowledge of science
what, exactly, is the kind of science we need to

teach? What, in other words, do scientists need to
do to help our colleagues learn enough about what
we do to help erase the chasm that Snow spoke
about almost 60 years ago? In what follows, | will
address this question from the point of view of the
American educational system.

There is, in fact, a long tradition of thought
on the issue of science education in America. Like
almost everything else in American educational
philosophy, it can be traced back to John Dewey
(1859-1952). At the opening of the twentieth cen-
tury, he wrote:

Contemporary civilization rests so largely
upon applied science that no one can really under-
stand it who does not grasp something of the scien-
tific method... on the other hand, a consideration of
scientific resources and achievements from the
standpoint of their application to the control of in-
dustry, transportation (and) communication, not
only increases the future social efficiency of those
instructed, but augments the immediate vital appeal
and interest of the subject....

Dewey summarized his philosophy this way:

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday



14 James Trefil

The formation of scientific habits of mind
should be the primary aim of the science teacher in
the high school

A word of explanation: in 1910, when Dew-
ey wrote these words, fewer than 10% of Ameri-
cans actually finished high school (i.e. remained in
school to age 18). To translate this directive to
modern times, then, you would probably want to
substitute "high end university" for "high school" in
the above.

But regardless of the level of students we’re
talking about, Dewey’s notion of imparting a ‘sci-
entific habit of mind’ has carried through ever since
it was first uttered. It would, I think, be the consen-
sus view of scientists today, as it was back in 1910.
In the words of Nobel Laureate Carl Weiman,

We want them to think like us

Another way of characterizing this approach
to science education is to say that the goal of provid-
ing science education should be to produce miniature
scientists—people who can do, in a limited way, what
scientists do. Leaving aside the question of whether
this goal is actually attainable — and | have grave
reservations on that score — we can ask whether it is
desirable. Is this really the best use of the limited
time available for us to teach non scientists?

| suggest that it is not. In the spirit of this
festschrift, in fact, | would propose another goal:

Students should know as much about science
as they do about Shakespeare

Or, in a sentence | often use when | want to
annoy my colleagues,

Students should be able to read the newspa-
per on the day they graduate

The traditional goal enunciated by Dewey is
basically a requirement that students be able to do
science at some level. This is the goal that | am ar-
guing is inappropriate. To make this point, let me
take an example from my own education. At the
university | took a number of courses with names
like "music appreciation” and “introduction to re-
naissance art". These courses enriched my life im-
measurably, which is easy enough to understand.
What they did not do, however, was demand that |
be able to play a musical instrument or create a
painting. Instead, they gave me the background I
needed to make judgments about music and works
of art without asking that | actually to what musi-
cians and artists do.

To make this point crystal clear, let me point
out that as a lifelong opera buff, | feel perfectly
qualified to decide whether the tenor did or did not

do a good job on his marvelous first act aria in La
Boheme, even though | would never dream of try-
ing to perform that aria myself. | would suggest that
a similar approach to science education for non-
scientists is more appropriate that wanting them to
acquire a 'scientific habit of mind'".

Having said this let me make a brief diver-
sion to talk about a subject that often arises at this
point. Given that we want students to ‘appreciate’
science the way they appreciate music, should we
teach them about what we know of the way the
world operates or should be instead emphasize the
way that knowledge is gained? Should we, in other
words, emphasize content or method?

Unfortunately, the debate on this issue often
involves setting up straw men ("You just want them
to memorize facts” or "You can’t think critically
about a subject you know nothing about.”). My
own view is that everyone can be placed some-
where on a method-content continuum, with few
people at either extreme. As will be clear from what
follows, | locate myself rather more toward the
content end of the spectrum, because | believe that
that better serves the achievement of scientific lit-
eracy. Having said this, | hasten to add that I be-
lieve that the correct answer to the question of con-
tent vs. method is 'yes'. Some mix of the two is
necessary for scientific literacy but, as | shall argue
below, I think the weight of the educational system
should be on the content side. We want our students
to have a wide acquaintance with the scientific
worldview, and this is not something that can be
acquired by learning about something called the
'scientific method'. | would, in fact, suggest yet an-
other general rule we can adopt:

If you expect a student to know something,
you should tell him or her what it is

Teaching students about mechanics by hav-
ing them roll balls down inclined planes may in-
deed impart something about the scientific method,
but it won’t help them grapple with an issue like
stem cell research, any more than learning French
will help them understand Chinese. To argue oth-
erwise is to advocate what | call the "teach them
relativity and they’ll derive molecular biology on
the way home" school of thought.

One way to approach the issue of the proper
goal of science education is to ask ourselves how
students will encounter science in later life. A curso-
ry glance at a newspaper or a magazine shows that
science will always come up in a way that is (1) mul-
tidisciplinary, and (2) part of a much larger issue.
The global warming discussion, for example, in-
volves many branches of science, but quickly moves
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into areas of economics, law, international relations,
and ethics. The science, then, serves as an entry pass
into the wider debate and is not an end in itself.

| often find is useful to think about scientific
literacy in terms of a broader concept called cultur-
al literacy. Cultural literacy is defined as the
knowledge that people, in a given place and at a
given time, assume other people possess. Ameri-
cans, for example, will use a term like "World Se-
ries" or "Wall Street" without explaining what they
mean because they assume the person to whom
they are speaking already knows what they are. The
sum of all these unspoken assumptions comprises
cultural literacy. In passing, | should note that the
acquisition of cultural literacy would be an admira-
ble goal for the entire educational system.

Scientific literacy is that part of cultural liter-
acy that deals with science and technology. It is
important to understand that, while the rationale for
needing to know the content of other parts of cul-
tural literacy revolves around the fact that other
people make assumptions about your knowledge,
the rationale for scientific literacy is slightly differ-
ent. 1 will define scientific literacy as what you
need to know to enter the kind of science-tinged
public debates discussed above.

When it comes to scientific literacy, we are
in a classic good news-bad news situation. The
good news is that scientists are pretty much in
agreement about what the important parts of sci-
ence are—you’d have to look a long time, for exam-
ple, to find someone who wanted to exclude New-
ton’s Laws of Motion from the list of essential sci-
entific principles. The bad news is that we’ve done
a pretty poor job of producing a scientifically lit-
erate population. Considering the data on American
scientific literacy that has been collected over the
years, we see that over two thirds of Americans
don’t possess even the minimal amount of
knowledge needed to deal with everyday issues.

Fortunately, the inherent structure of science
suggests a scheme for imparting exactly this sort of
knowledge. | often use the analogy of a spider web,
where all the world’s phenomena, from stars to mi-
crobes, are located on the outer rim. Start anywhere
and begin asking questions, and you begin to move
in toward the center, finding unexpected connec-
tions along the way (think of Maxwell’s discovery
of electromagnetic radiation as an example). At the
very core of the web are a relatively small number
of governing principles—I call them Great ldeas—
that form the superstructure, the skeleton, on which
the scientific view of the world is based. Everything
in the universe, from the smallest subatomic parti-

cle to the largest galactic cluster, operates accord-
ing to these laws. This means that the matrix of
knowledge represented by the Great Ideas is an ide-
al framework that out students can use to deal with
public issues, since anything they are likely to en-
counter will involve some subset of these laws.

For reference, here are the Great ideas as
given in one reference:

The Universe is Regular and Predictable
The energy of a closed system is conserved

Heat will not flow spontaneously from a cold
to a hot body

Maxwell’s Equations
Matter is made from atoms

The properties of materials depend on the
identity, arrangement, and binding of the atoms of
which it is made

In the quantum world, you cannot measure
an object without changing it

The laws of nature are the same in all frames
of reference

There is a great deal of energy in the atomic
nucleus

The nucleus is made of particles, which are
made of quarks......

Stars live and die like everything else

The universe began in a hot, dense state
about 14 billion years ago and has been expanding
ever since

The surface of the Earth is constantly chang-
ing

The Earth works in cycles

Life is based on chemistry

The behavior of molecules in living systems
depends on their shape

Life’s chemistry is coded for in DNA
All living thing share the same genetic code

Life evolved through the process of natural
selection

In addition to their universality, there is another
aspect of modern science, seldom discussed, that ar-
gues in favor of a Great ldeas approach to science
education and scientific literacy. The fact of the mat-
ter is that science has changed in a fundamental way
over the last 50 years, a way that has yet to be incor-
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porated into educational thinking. The cause of the
change is simple: the advent of the digital computer.

Look at it this way: from Isaac Newton on,
the progress of science was governed by the ability
to do pencil-and-paper mathematics. A seemingly
simple question like "Will the planets in the solar
system ever occupy the same positions they do
now?" involves so many variables (the positions
and speeds of the planets, their moons, the larger
asteroids, etc.) that the question couldn’t be an-
swered with the mathematical techniques available
at the time, and, indeed, regular prizes were award-
ed to scientists who developed techniques for ap-
proximating the answer. Later on, when major as-
tronomical observatories in Europe and North
America began accumulating mounds of data, they
hired teams of human beings (usually women) to
analyze it. Interestingly enough, these people were
called 'computers'.

Up until the middle of the twentieth century,
in other words, scientists concentrated on describ-
ing relatively simple systems — systems that could
be analyzed by hand. The advent of the digital
computer changed all that. For the first time in his-
tory, the growing power of the computer could be
used to analyze every more complex systems, from
trans-sonic flow over an airfoil (the 747 was the
first airplane to be designed by computer) to, today,
gene networks and global climate. And this devel-
opment, in turn, has changed the way that science
presents itself to the average citizen.

Take global warming as an example. The
primary tool in climate prediction is the so-called
global circulation model (GCM). These giant com-
puter programs, monuments to human ingenuity,
try to incorporate all the different phenomena that
can influence the climate. For example, they have
to account for the effects of sea ice, since ice re-
flects sunlight while water absorbs it. They have to
deal with vegetation, aerosols, clouds, and every-
thing else that might be important. As a result, there
probably isn’t an individual on the planet who real-
ly understands everything that these models do.
Furthermore, most PhD scientists have no more
ability to judge the output of these models than
does the average citizen—being an expert in string
theory or molecular genetics just isn’t going to get
you very far in analyzing claims based on GCM
calculations.

So what does it mean to talk about a 'scien-
tific habit of mind' in this kind of situation? Meas-
uring the melting of an ice cube or keeping weather
record for a few months—the sorts of activities often
associated with teaching the scientific method—isn’t
going to help much in understanding climate
change. | would suggest, instead, that the best way
to equip our students to deal with the world they
will be living in is to give them the intellectual su-
perstructure embodied in the Great Ideas, instill in
them an appreciation of the world’s complexity,
and let them work things out for themselves.
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MULTI-SCALE MODELLING OF WATER AND HYDROXIDE
IN SOLIDS AND SOLUTIONS®

Kersti Hermansson

Department of Chemistry—Angstrom, Uppsala University, Uppsala, Sweden

e-mail: kersti@kemi.uu.se, web address: www.teoroo.kemi.uu.se

This report discusses some of the most pressing challenges that need to be overcome for computational con-
densed-matter chemistry to become fully accepted, at par with experiments. The prospects are rather bright. By means
of a few examples, all connected to the bound water molecule and hydroxide ion, and their mysteries, the unique ca-
pabilities of theoretical calculations will be demonstrated. They provide new insights and details, and can even sur-

pass experiments in accuracy.

Key words: Multi-scale modelling; condensed-matter chemistry; water molecule; hydroxide ion; solids;

solutions

INTRODUCTION

Chemical industries worldwide make use of
catalytic surfaces to produce enormous amounts of
thousands of different chemicals. The very same
factories use catalytic surfaces to mitigate the con-
sequences of this production through pollution con-
trol processes. Many of the key processes in envi-
ronmental and atmospheric chemistry, electrochem-
istry and materials chemistry are even governed by
ion-water interactions and water/solid interfaces.
As water is omnipresent, it affects a range of im-
portant chemical processes at functional surfaces
and interfaces, with beneficial or damaging conse-
guences. To improve and develop the materials
themselves and the accompanying molecular pro-
cesses, new knowledge and insights will be needed.
These developments are unfortunately hampered by
the fact that the atomic-level mechanisms that gov-
ern the key functionalities of materials and their
interfaces are usually unknown.

Here Computational Materials Chemistry can
be of immense help as it provides results of un-
matched detail, as well as the needed atomic-level
understanding — if the computational models and

methods are accurate and realistic enough. Also, on
the experimental side, new powerful characteriza-
tion techniques for surface and interface systems
have emerged in the last decades and new infra-
structures are under development in Europe and in
particular in Sweden (Max-IV and ESS). The role
of modelling will now become even more im-
portant as the dimensions of experimental and
computational targets approach each other.

A main scientific challenge in focus of my
own research concerns the exploration of the links
between microscopic structural features and the
properties and (re)activity of solid surfaces and na-
noparticles. We also devote much effort to the de-
sign of modelling strategies that can make "calcula-
tions meet reality”, or reach the slightly less ambi-
tious goal of making "calculations meet experi-
ments". Water has a prominent position in this ef-
fort of ours and this molecule insists on much atten-
tion because of its importance, intricacies and ubig-
uity, and because it is such a delicate and difficult
molecule to model.

In these endeavors we are grateful for the
many important contributions made by Professor
Bojan Soptrajanov and his research team regarding
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18 Kersti Hermansson

molecular vibrations and structure-property rela-
tionships in crystalline hydrates and other hydro-
gen-bonded and aqueous systems. These findings
are of great scientific value not only to myself and
my colleagues in the former Hydrogen-bond project
led by professor Ivar Olovsson at Uppsala Univer-
sity, but also to the international scientific commu-
nity at large. Below | will give a brief overview of
the research | and my group are involved in, the
challenges that we are up against, and some prom-
ising results. 1 will focus on our studies involving
water and vibrational calculations.

COMPUTATIONAL CHALLENGES

Computational materials chemistry is a chal-
lenging topic because:

* Chemistry deals with interactions, reactions,
and bonding between species, and not just with their
individual properties. Complicated electronic struc-
tures and their changes often need to be described.

* The thermodynamic conditions, in particular
temperature effects, as well as dynamical processes,
also often need to be taken into account.

* The structures of real materials systems are
generally very complex, containing imperfections
and defects, interfaces or multiple phases, and at-
tached molecules. Large-scale computational models
are needed to accommodate such diversity.

Given this complexity, the development of
methods and strategies to build relevant models is
clearly central. There exists no single model or
work-flow capable of treating simultaneously the
full length-, time- and energy-ranges, from the elec-
tronic level to macroscopic devices. Instead a set of
models and work-flows along a multi-scale ladder,
illustrated in Figure 1a, need to be interconnected
in clever ways. At the core of this daunting task lies
the issue of obtaining “sufficient accuracy” for the
problem at hand. Together with my co-workers, my
own piece in this puzzle is the development of mul-
ti-scale methods and models to bring modelling
closer to the complexity of realistic applications.
With combinations of high- and low-level electronic
structure and force-field models, we explore struc-
ture-activity relations for inorganic crystals, surfac-
es and nano-particles, and in agqueous media.

RESULTS - METHOD AND MODEL
DEVELOPMENT

Some methodological areas in need of close at-
tention and developments that we contributed to are:

 Multiscale modelling techniques: on the one
hand protocols to move "sequentially" and seamless-

ly along the multiscale ladder (see Figure 1a) and on
the other "concurrent” approaches such as the em-
bedding, or QM/MM, models (see Figure 1b).

* High-quality alternatives to standard quan-
tum-mechanical methods, e.g. advanced force-fields
or approximate quantum-mechanical (QM) methods.

* Improved models to describe the short- and
long-range interactions with a system’s surround-
ings, such as solvent effects of molecules in solution
or at solid-liquid interfaces (see Figure 1c).

» Strategies and software that allow us to link
simulated data to experimental results (spectra, im-
ages, etc.); see Figure 1c.

Our multi-scale modelling efforts focus on
the "chemical scales" within the multi-scale ladder
in Figure l1a. In the lower left-hand corner (QM),
we use various flavors of density functional theory
(DFT) and wavefunction-based methods. One step
up the ladder, we currently use the self-consistent
charge density functional based tight-binding ap-
proximation (SCC-DFTB), which is an approxi-
mate DFT method, about two orders of magnitude
faster than standard DFT calculations. The accura-
cy and transferability of SCC-DFTB models cru-
cially depend on a set of parameters, which have to
be carefully optimized, an area to which we devote
considerable effort.

At the next step up on the ladder, we dispose
of the explicit electronic information and
use/develop parametrized force-fields (FFs), often
of a sophisticated form that allows for bond break-
ing and formation (e.g. of the ReaxFF type). Force-
fields allow to reach experimentally relevant sys-
tem sizes and time scales. As indicated in Figure 1,
we use data obtained at the QM-level to para-
metrize models higher up in the ladder. A great deal
of research and insight is required to determine
which degrees of freedom are safe to sacrifice when
approximations need to be made. Some recent pub-
lications here are our SCC-DFTB work on
H,O/ZnO (10-10) [1] and CeO, [2], and our Re-
axFF work on CeO; [3].

Data generation is one side of the coin, data
analysis for property calculations and materials char-
acterization is the other. Both aspects require adequate
models and workflows, and both present theoretical
and computational challenges. Our simulated IRRAS
spectra of the CO/TiO,(110) system compared to ex-
periment is a good example [4]. Another one is our
generation of simulated STM images of a defective
CeO,(111) surface, where we mimicked experimental
images for three cases of surface defects — oxygen
vacancies, F substituents and H substituents — and
challenged the interpretation of experimental STM
images prevailing in the literature [5].
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Figure 1. Overview of the multi-scale modelling efforts in our group. (a) The multi-scale ladder to the left indicates systems
with electronic and atomistic resolution, while more coarse-grained (mesoscopic) models and continuum models, which lie in
the gap between atomistic models and the Real World, are not included in the figure. The figure to the right lists the methods
most frequently used in our group. The arrows pointing upwards along the ladder indicate that fine-grained model are used to
parametrize more coarse-grained models. (b) Our QM/MM approach for solid ionic surfaces. (c) An illustration of our multi-
stage strategy to calculate vibrational spectra in liquid solutions: QM. => FF-based MD => QM /MM potential energy

curve => QM,,qiear Calculations of the vibrational energies. The sample system in this figure is A

I**(aq) with 10000 water mole-

cules interacting through an ab initio-generated force-field with effective three-body terms [12].

RESULTS — SCIENTIFIC APPLICATIONS

Three examples from our current research are
presented below. They are connected to experi-
mental investigations, either as collaborations, or
using data from the literature.

Water in crystalline hydrates

As already commented on above, water is an
important and treacherous molecule: seemingly so
simple, but in practice so difficult to model satis-
factorily. We have found that theoretical calcula-
tions for ionic hydrate crystals present a unique
opportunity to gather novel information about the
water molecule and its structure-property relations

[6]. Ample high-quality structural data are available
from diffraction experiments for a large number of
crystalline hydrates where water coexists with met-
al ions, sulphates, nitrates, halides etc., and we, the
modelers, can then focus on modelling the proper-
ties themselves. Our ongoing study of structure-
property relations for crystalline hydrates can be
seen as a "Materials informatics” project for the
water molecule.

We recently proposed that highly hydrated
crystals, represent an "economical” advantage, al-
lowing us to collect information about many water
molecules "in one go"; for example the nine struc-
turally different water molecules in the AI(NO3)s-
9H,0 crystal. Figure 2 displays a property which is
difficult to extract from experiment, namely the in
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situ polarisation of water inside a crystal. The con-
tour diagrams display two of the nine unique water
molecules and reveal that the nature of each of
them is strongly altered by the surroundings; the
reference in the figure is the gas-phase molecule,
which would thus have no contours at all. The crys-
tal-induced polarisation in Figure 2 is especially
dramatic for the molecule labeled W5, which is
bound to an AI** ion.

This result ties back to the multi-scale picture
in Figure 1c, which displayed the computational
scheme that we used to generate the infrared vibra-
tional spectrum for the first-shell water molecules
around the AI*" ion in an aqueous solution. Figure

2c demonstrates that water molecules binding to
AP in the solid state become highly polarized and
we may infer that this should happen in aqueous
solution as well, thereby offering a likely explana-
tion for the large frequency downshift observed in
the vibrational spectrum in Figure 1c.

Diffraction-determined r(OH) and R(O--O)
distances taken from the literature for four highly
hydrated crystals, Na,COs'10H,O, MgSQO4 7H,0,
MgSO,4 11H,0, and AI(NO3);-9H,O are shown in
Figure 3a. The result is not impressive. In Figure 3b
the results from the X-ray diffraction data-set have
been removed, leaving only the three neutron dif-
fraction studies.

Polarisation of water molecules in the internal fields of a crystal

L g ||
# ro

Close-up of the crystal

Dipole moment = 3.3 Debye
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() ©

Figure 2. Polarization of water molecules inside a crystal of the water-rich AI(NO,); - 9H,0 crystal,
from quantum-mechanical calculations [6]. The figures display both the difference electron density
(total electron density of the crystal minus the sum of the electron densities of the isolated building blocks)
and the total dipole moment of the water molecules. Red areas in the difference electron density maps
indicate "more electrons” than in an isolated molecule, blue means "“fewer electrons".
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Figure 3. r(OH) and R(O---O) correlations from experiments and from our calculations for four highly hydrated crystals,
Na,C03'10H,0, MgSO47H,0, MgSO,4 11H,0, and Al(NO;);-9H,0. (a) Correlations based on X-ray and neutron
diffraction experiments (references are given in Ref. [6]). (b) The same figure as in (a) except that the X-ray diffraction data
have been excluded. (c) Correlations based on the optimized structures from our DFT calculations described in Ref. [6].
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The result is somehow improved, although
no correlation is discernible. We also note that the
intra-molecular water OH distances in the crystals
are sometimes shorter than the gas-phase value, a
result which is obviously unphysical. The reason
behind these systematic experimental distance "er-
rors" is known and was elaborated on in Ref. 6. The
resulting 'r(OH) vs. R(O--O)' correlation curve
from the quantum-mechanical crystal calculations
is shown in Figure 3c. As should be, the scatter of
the points is reasonable and all points lie above the
free-water value. Clearly, the calculations perform
better than experiment in locating the H atom.

We are of course concerned with the accuracy
of the methods and models we use. In a current (un-
published [7]) study we investigate the performance
of a range of dispersion-corrected DFT methods con-
cerning the structure of the four crystalline hydrates
mentioned above. Without going into details here, we
note from the dart board in Figure 4 that, while the
traditional LDA method is not competitive, many of
the methods reproduce the experimentally determined
hydrogen-bond distances very well.

Next we will turn to the OH vibrational fre-
guencies. We routinely calculate anharmonic intra-

molecular OH vibrational frequencies as the OH
vibrational anharmonicity is large and very fre-
guency-dependent. Moreover, we routinely calcu-
late uncoupled OH vibrational frequencies to make
use of the fact that an uncoupled OH frequency (i.e.
corresponding to a one-legged OH vibration) only
pertains to one OH oscillator; its gas-to-crystal fre-
quency shift is a descriptor of only that oscillator's
environment. The uncoupled OH vibration is thus
more informative than the coupled ones, as far as
intermolecular interactions go. For the very same
reason experimentalists often try, whenever possi-
ble, to perform isotope-isolated experiments. Figure
5 shows our calculated OH frequencies for the four
crystalline hydrates mentioned above against the
electric field strength component along the vibrat-
ing OH bond, probed at the equilibrium H position.
The figure displays quite a good correlation and a
rather narrow distribution around the least-squares-
fitted line. A comparison of our curve with that of
Auer and Skinner [8] for instantaneous structures in
liquid water reveals that our correlation is tighter,
in spite of the fact that it it covers larger frequency
and field ranges.

Crystalline hydrates

Mean absolute error in the calculation of R(O...0) distances (A)

PBE-D3

RPBE-D3 £

B3LYP-D3 |

PBE-TS

PBE-TS+SCS \

vdW-DF

PBE-D2

vdW-DF2

RPBE

. LDA

\ PBE

B3LYP
5

! optPB86b-vdW

' optPBE-vdW

vdW-DF-cx

Figure 4. Assessment of the performance of various DFT functionals with respect to reproducing the experimental R(O-+-O)
hydrogen-bond distances for four crystalline hydrates. A point at the center of the dart-board would mean that the functional
produces all distances in total agreement with experiments.

Ipunosu, Ogg. ipup. maiu. buoidex. nayku, MAHY, 38 (1), 17-26 (2017)



22

Kersti Hermansson

v(OH) vs. electric field

3800 —r——7—

3600

3400

3200

3000

Calc. v, ,(OH) (cm™)

2800

LA A L R LR AR AR LR L

2600 EL L. 1

B3LYP
v=3700 - 5111E - 12222F>

1 N 1 " 1 " |

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

Electric field strength at H along OH bond (a.u.)

Figure 5. v(OH) vs. "external” electric field. Each electric field value in the plot is the electric field calculated at one of

the 74 water water H atoms in our sample of 37 water molecules in crystalline hydrates listed in the caption of Figure 3.

For each water OH bond, the electric field generated by the whole crystalline surroundings outside the probed molecule

itself was calculated at the equilibrium H position, and the component of this electric field along the OH bond was used
in the plot. The frequency plotted is the corresponding anharmonic, uncoupled OH frequency.

Water on surfaces

We are also interested in water molecules on
surfaces: we have studied intact and dissociated wa-
ter molecules and the transfer between them on met-
al oxide surfaces. Figure 6 is a snapshot from a Mo-
lecular dynamics simulation of a thick water film on
wurtzite ZnO (10-10) [9]; it illustrates the dynamic
nature of the system and shows that many of the wa-
ter molecules are dissociated also on the common
ZnO (10-10) surface (without extra steps; stepped
surfaces were also investigated in Ref. 9). The Mo-
lecular Dynamics simulations in Figure 6 were based
on a ReaxFF force-field that was derived from elec-
tronic QM calculations in a consistent manner, as
indicated by the red arrows in the right-hand part of
the multi-scale scheme in Figure 1a (in a collabora-
tive project between A. van Duin (Penn State U) and
the Uppsala group). We have also studied the ZnO
and water-ZnO systems in the approximate (tight-
binding) DFT approach in the SCC-DFTB formula-
tion and developed a parameter set for these systems,
again based on QM calculations in a consistent set-
up.[1] Such an endeavor can be illustrated by the
light-green arrows in the right-hand part of Figure
1a. This work was developed as a collaboration with
the group of Th. Frauenheim (Bremen Center for
Computational Materials Science).

Using a range of dispersion-corrected DFT
functionals and water coverages, we recently stud-
ied water on the archetypical NaCl(001) and
MgO(001) surfaces [10], and found that, for both
NaCl(001) and MgO(001), the dispersion-flavored
functionals stabilize the water-surface interface by
20%-40% compared to the PBE-results. A mono-
layer water coverage on MgO(001) leads to a
mixed overlayer with both intact and dissociated
water molecules in an intricate hydrogen-bonded
scheme. For NaCl(001), the water molecules re-
main intact for all water coverages, which allows a
more elaborate analysis of "the nature of a surface
water molecule™ compared to the gas-phase. Thus
to probe the strength of the perturbations from the
surface and the rest of the water layer on an ad-
sorbed water molecule, we calculated water dipole
moments and found an increase of up to 85% for
water at the MgO(001) surface and 70% at the
NaCl(001) surface, compared to the gas-phase di-
pole moment. Likewise, for intact water molecules,
it was meaningful to divide the total adsorption en-
ergy into water-surface and surface-surface contri-
butions: they were found to be approximately of the
same magnitude but the dispersion correction af-
fected the water-surface interactions more than the
water-water interactions.
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Figure 6. Snapshot from the ReaxFF-based MD simulation of a water-covered wurtzite ZnO(1 0 -1 0) surface,
reported in Ref. [9]. The picture was drawn from the trajectory of the simulation.

Water in aqueous solution

It is particularly challenging to calculate vi-
brational OH spectra in a liquid because the liquid
configurations have to be properly sampled or the
spectrum will be scewed and misleading. We have
continued to develop this approach ever since our
first computational study of the (anharmonic) infra-
red OH spectrum for liquid water in 1991 [11]. Our
approach contains several stages. A Molecular Dy-
namics or a Monte Carlo simulation is performed, a
suitable number of snapshots are collected for anal-
ysis, and for each of these a large number of elec-
tronic QM calculations are performed to generate
potential energy curves for the OH stretching
modes for each of the first-shell water molecules
around the ion in solution. In our approach, this
step is in fact in itself a QM/MM calculation, where
our preferred QM method for water is B3LYP. This
step is followed by a quantum-mechanical calcula-
tion for each potential energy curve, but here it is a
nuclear QM calculation, which generates the vibra-
tional energy levels. The energy difference between
the ground and first excited vibrational energy lev-
els is collected into a frequency spectrum. The
scheme is illustrated in Figure 1c. In practice we
sometimes do not include the first step (a QM-
based force-field generation) but instead go straight
to the MD stage using an available force-field or an
ab initio-MD approach.

Figure 7 shows results from two collabora-
tive projects with Lj. Pejov (Sts. Cyril and Metho-

dius University). Figure 7a displays a snapshot
from the force-field-based MD simulation of Li*
(aq) [12]; all water molecules except those closest
to the cation have been removed for visual clarity.
There resulting gas-to-solution frequency shift is
given in Table 1, together with similar results for a
divalent and a trivalent ion. The agreement with
experiment is overall good, and this is actually also
true for the absolute frequencies (not shown here).
The water OH-frequency of bound water molecules
are always downshifted with respect to the gas-
phase and this effect is very large in the cases of
Mg* (aq) and AI** (aq); in both cases the OH band
origin even lies much below that of liquid water.
The last line in Table 1 does not refer to wa-
ter but to the OH vibrations of the hydroxide ion
itself, when immersed in water. A snapshot from
the ab initio MD simulation is given in Figure 7b
and illustrates the strong hydrogen-bonds donated
to the hydroxide's O atom, and the much loser and
cage-like water structure around the hydroxide's H
atom, as discussed in Ref. [13]. The eperimentally
measured gas-to-solution frequency shift is seen to
be well reproduced by our calculations. The shift is
quite modest, much smaller even than that of the
water molecules around the monovalent Li* ion, in
spite the strong hydrogen bonds donated to the hy-
droxide ion. How can this be? The explanation was
given in Ref. [13] and confirms that the hydroxide
ion in water conforms with the behavior that we
had earlier found in the gas-phase [14]: when the
ion is exposed to a small electric field (from an ex-
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ternal source, e.g. its surrounding molecules) the
frequency is up-shifted (opposite to what happens
for the water molecule), reaches a maximum as the
field is increased and then decreases and, for very
large electric fields, gives a large downshift com-
pared to the gas-phase OH™ frequency. The effect is
illustrated in Figure 8 for the ideal cases of a water
molecule and a hydroxide ion (separately) exposed
to a uniform electric field [14]. We conclude that
the study in [13] both demonstrated that the calcu-
lations were able to reproduce the experimentelly
determined gas-to-liquid frequency shift (and actu-
ally here also the absolute values), and provided an
explanation for the observed — positive and modest
— frequency shift observed for the hydroxide ion,
which is contrary to our experience from the behav-
ior of water molecules.

o™
’b/"”f’ 3
" P

a

In summary, water molecules in aqueous so-
lutions, in crystals, and on surfaces are always
found to be downshifted (red-shifted) in OH fre-
quency by their surroundings. Examples given in
this mini-review, demonstrate, however, that while
the hydroxide ion can be red-shifted when bound in
a strongly polarizing environment, it is in fact often
found to be up-shifted (blue-shifted). We found this
parabola-like behavior for the hydroxide ion in
crystalline hydroxides as well [15]. The explanation
underlying this qualitatively different behavior of
the water molecule and the hydroxide ion is related
to the relative signs and magnitudes of the perma-
nent and induced dipole moment derivatives along
the OH-stretching coordinate: the sign relations are
different for water and OH™ [14].
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Figure 7. (a) Snapshot from an MD simulation for Li*(aq) based on an ab initio-generated many-body force-field. The sim-
ulation is described in Ref. [12], where references to the force-field generation is given. (b) Snapshot from an ab initio-MD
simulation for OH (aq). The simulation is described in Ref. [13].

Table 1. Calculated and experimental gas-to-solution OH-frequency shifts for water molecules
in the first hydration shell of a series of metal cations (lines 1-3) and for the hydroxide ion
surrounded by water molecules in an aqueous solution (line 4)

System Calc. AYI(OH) Expt. AVSIOH) 8 Refs for
(cm™) (cm™) calc. Av(OH)
Water OH vibrations @ Li* (aq) -305 —290° [12]
Water OH vibrations @ Mg?*(aq) —440 -420 [12]
Water OH vibrations @ AI** (aq) ~750 -850 [12]
OH" vibrations in OH™ (aq) +90 +75 [13]

? References to the experimental work: see references within [12] and [13], respectively.
® One of the two experimental values that have been presented in the literature; see [12].
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Figure 8. Ab initio-calculated anharmonic OH frequency
vs. electric field strength for the uncoupled OH stretching
vibration of an isolated HDO molecule exposed to a uni-
form electric field directed along the vibrating OH bond,
and the corresponding result for an isolated OH™ ion in a
uniform electric field. The calculations are described in Ref.
[14]. The positive field direction is from O, towards H, i.e.
the field is directed as if there is a positive charge far away
on the O side and a negative charge far away on the H side.
This is the energetically favored direction.

CONCLUSION, IMPACT AND OUTLOOK

The examples above demonstrate that Com-
putational Materials Chemistry delivers unique
guantitative and qualitative information, and
knowledge that is unattainable from experiments.
In my opinion, the most valuable and long-lasting
results from modelling are likely to be the scientific
insights that can be formulated in terms of rules-of-
thumb and structure-property relations: they will
save time and money for many categories of end-
users of modelling results, from high-school sci-
ence students to industrial stakeholders.

Considerable methodological challenges re-
main, however. In fact, one of the narrowest bottle-
necks, and one which currently limits the wider use
of modelling in e.g. industry, is the lack of appro-
priate models to treat large-scale systems of realis-
tic complexity, and their time evolution. This was
recently demonstrated in a survey [16] conducted
by the European Materials Modelling Council
(EMMC, https://lemmc.info) where interaction
models of high accuracy and computational effi-
ciency were requested as well as techniques to per-

form multi-scale modeling of materials. In fact, the
Royal Swedish Academy of Sciences awarded the
Nobel Prize in Chemistry for 2013 to Martin Kar-
plus, Michael Levitt and Arieh Warshel "for the
development of multiscale models for complex
chemical systems™ but it was the development of
QM/MM models for biological molecules that was
in focus in this prize. In the field of materials mod-
elling, however, the use of QM/MM models and
other multiscale approaches (cf. Figure 1) is much
less mature. Significant development efforts are
needed.

In this brief review we have discussed diffrac-
tion experiments, vibrational spectroscopy data and,
of course, theoretical calculations. The importance of
combining different techniques was early on realized
by Professor Bojan Sotrajanov and his research team
at the Sts. Cyril and Methodius University. Many of
my colleagues and | at the Structural chemistry pro-
gram at Uppsala University are grateful for many
years of inspiring collaboration and friendship. Some
of the first contacts were shaped at the fourth Hori-
zons in Hydrogen Bond Research meeting at Sanga-
Saby in Sweden in 1980. This has been followed by
research visits in both directions, including those of
Professors Gligor (GliSo) Jovanovski and Ljup&o
Pejov, who both spent a research year in Uppsala.
The scientific discussions between Uppsala and
Skopje are still very much alive.
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MOJEJINPAILE HA PA3JIMYHHU CKAJIM HA MOJIEKYJIATA HA BOJA
U HA XUJIPOKCUJIHUOT JOH BO IIBPCTA COCTOJBA U BO PACTBOP

Kersti Hermansson
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Bo TpymoB ce IOUCKyTHpaHH HEKOM OJ HAjTOJIeMHTEe IPEJU3BUIM KOMIUTO Tpeba Ja ce paspermar 3a
pe3ynTaTuTe OJ NMpecMeTyBamaTa Bo o0nacTa Ha XeMHjaTa Ha KOHICH3MpaHAa MaTephja Ia CTaHAT PaMHOIPABHO
npuQATINBY CO OHKE TOOMEHH 10 eKCIepuMeHTalleH nat. [Ipocneknuure ce npuiindHO jacHU (HageskHu). Co moMont
Ha HEKOJIKY TIpUMepHU (CUTE IOBP3aHU CO MONIEKYNAild Ha 609aitia U CO XUQPOKCUQHUOI jor 1 HUBHUTE MUCTEPUU),
JIEMOHCTPHPAHU C€ YHUKaTHU MOXXHOCTH Ha TEOPETCKHUTE MPECMETyBama KOM JlaBaaT HOBM BHUAYBama M MOHEKOTAIll,
CIIOpeJ1 CTEIIEHOT Ha TOYHOCTA, TypH U TH HaJ]MUHYBaaT €KCIIEPUMEHTAITHUTE CO3HaHM]a.

Kity4ynu 300poBH: MozeIupame Ha pa3iIMyHU CKaJIM; XeMHUja Ha KOHAEH3UpaHa MaTepHja, MOJIEKyJIa Ha BOJIa;
XHUJPOKCHJICH JOH; IBPCTa cOCcT0j0a; pacTBOpH
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Short overview

INFRARED EMISSION SPECTROSCOPY OF CARBON VAPORS AND PLASMAS®
— A SHORT OVERVIEW -
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A short review is given about infrared emission spectroscopy of hot carbon vapors and plasmas obtained using
Fourier transform infrared emission and laser induced breakdown LIB spectroscopies in the mid-infrared range. La-
boratory FTIR emission spectra contain vibrational bands from fullerenes Cgo, C7o, Whereas laboratory mid-infrared
LIB spectra show bands that belong to mostly unidentified carbon molecules and clusters. Both kinds of spectra are
compared to spectral results from infrared astronomy. The spectra are discussed with a view for possible applications
in carbon nanostructure research and in infrared astronomy. Possible extensions for laser induced breakdown (plas-

ma) spectroscopy are suggested.

Key words: carbon plasma; carbon vapor; cluster; infrared emission spectra; FTIR; LIBS;

laser-induced breakdown; astronomy

EXPERIMENTAL METHODS

There were several spectroscopic methods
used in these studies. Laboratory methods were
Fourier-transform infrared emission spectroscopy
and laser-induced breakdown spectroscopy in the
mid-infrared range. FTIR spectra were taken on the
National Solar Observatory Fourier-transform spec-
trometer at Kitt Peak, Arizona, USA, while mid-
infrared LIB spectra at Hampton University, De-
partment of Physics, Hampton, Virginia, USA. In-
frared astronomical spectra referred to in the text
were taken by the Infrared Spectrograph on the
NASA Spitzer Space Telescope.

INTRODUCTION

Even before the discovery of fullerenes [1],
and their macroscopic production [2], interest arose
in finding carbon molecules in interstellar medium,
in carbon rich stars and in other cosmic sources.
Identification of large and small carbon molecules

are easiest in infrared spectra as they contain molec-
ular ‘fingerprints' generally used in physical organic
and analytical chemistry in molecular structure re-
search. With the developments of infrared facilities
on boards of space telescopes and available on
ground based infrared observatories detection and
identification of carbon molecules became possible.

It is obviously important to study carbon
molecules in the laboratory in order to obtain sam-
ple spectra to compare to observations, e.g. by as-
tronomical means. Such infrared spectra may be
obtained by several techniques. One method is to
use low temperature rare gas matrix isolation that
provides absorption spectra of solid phase mole-
cules, another method is to generate carbon vapors
and study their infrared emission from gas-phase
molecules. Yet another approach is the application
of laser-induced plasma breakdown emission spec-
troscopy (LIBS) to study carbon plasmas. Plasma
spectra are related to the spectra of molecules iso-
lated in the gaseous phase and differ in several as-
pects from solid phase spectra, for example in rela-
tive intensities of the bands.

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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The technique of LIBS is widespread in
atomic and diatomic spectroscopy as such spectral
transitions are mostly observed in the visible and
ultraviolet spectral ranges. However conventional
LIB spectra of carbon plasmas in these spectral
domains do not yield molecular information for Cs
and larger carbon molecules. The electronic transi-
tions for such carbon molecules are extremely dif-
ficult to observe under the usual LIBS conditions.

In recent times a new method has been elabo-
rated for the observation of mid-infrared emission
from laser generated plasmas [3-6] that was extended
to carbon plasmas [7]. Although application to carbon
is still in developmental stage it has already provided
preliminary results that will be discussed in this paper
with a view of their applicability for materials science
research as well as for infrared astronomy.

Infrared emission from hot carbon vapors

Gas-phase infrared emission spectra of full-
erenes were reported [8, 9] and the temperature-
dependence of the vibrational bands of Cg and Cy
were determined [9]. Solid fullerenes were evapo-
rated in a high temperature furnace and the infrared
emission was recorded by a Fourier-transform spec-
trometer. Together with previous studies of temper-
ature-dependence in solid state spectra of fullerenes
[10] and theoretical calculations for infrared and
Raman modes [11] enough experimental data have
been accumulated for vibrational identification of
Ceo and Cyq in various media and physical states.
The Cg molecule has four infrared active bands at
1409, 1173, 570 and 528 cm* at about 1000 °C in
the gas phase, whereas C-, has eight infrared bands
at 1413, 1125, 1077, 793, 639, 576, 558, and 529
cm* between 930 and 1050 °C.

Using the temperature dependence of the vi-
brational bands of Cg it is possible to do a rough
extrapolation to absolute zero temperature and the
results agree among these extrapolated values and
those observed in argon matrix isolation spectra
[12]. Thus the data may be useful for the observa-
tion of very cold gas-phase fullerenes in astronomi-
cal sources. In fact these extrapolated values and
matrix isolation data were used for the identifica-
tion of fullerenes Cg and C; in various stellar
sources [13, 14] using the Infrared Spectrograph on
board of the Spitzer Space Telescope [15].

Mid-infrared emission from laser-generated
plasmas

Previous studies of time-resolved infrared
emission from laser-induced breakdown spectros-
copy of inorganic materials [3-6] led to the devel-

opment of the necessary instrumentation and meth-
odology. This is a significantly new extension of
the traditional LIB methods. These studies were
and are carried out for remote sensing of chemical,
biological and explosive materials, such as various
alkali nitrates, ammonium perchlorate and gun-
powder [16], and various simple pharmaceuticals
such as Tylenol and Aspirin, and compounds like
dimethyl phosphate and methyl salicylate [17].

To detect infrared emission in the mid-
infrared spectral range the latest instrumentation
applied a flash-lamp pumped Q-switched Nd:YAG
laser at its fundamental wavelength 1064 nm, and
for spectral detection a cooled MCT linear detector
array using time-resolved electronics [16, 17]. Lin-
ear detector arrays make it possible to run spectra
in a few seconds. Previous experiments applied a
single element MCT detector and a scanning grat-
ing spectrometer, thus were much slower.

These developments of mid-infrared LIBS
created the possibility for observing time-resolved
infrared emission from laser-generated carbon
plasmas. These experiments are different from
analogous remote-sensing studies on energetic ma-
terials and pharmaceuticals, as while the ablation
laser evaporates or ablates existing molecules from
the above inorganic and organic samples, in the
carbon plasma experiments the only readily availa-
ble molecular entities were laser-ablated graphite
lattice fragments and macroscopic graphite parti-
cles while most of the vibrational signatures ob-
served likely belong to laser-synthesized molecules.

Study of carbon plasmas by mid-infrared LIBS

In a recent paper the results of the applica-
tion of the LIBS technique to study time-resolved
infrared emission from carbon plasmas are de-
scribed in details [7]. Here | summarize the obser-
vation of such spectra and outline some possible
improvements and developments. The following is
a short summary of experimental details, full exper-
imental description is given in [7].

The infrared LIB spectra obtained for carbon
were obtained at the Department of Physics, Hamp-
ton University, Hampton, Virginia, with contribu-
tions from Battelle Eastern Sciences and Technolo-
gy Center, Aberdeen, Maryland. The spectra were
run between 7.5 and 12 micron, and in a case be-
tween 4.5 and 11.5 micron. A grating spectrometer
of 150 cm focal length was used, providing about
80 nm spectral resolution. Detection was made by a
HgCdTe (MCT) detector at 77 K. The spectral sen-
sitivity of the detector was at maximum at 10 mi-
cron, near 40% at 4 micron and near 70 % at 12
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micron. The 1064 nm laser radiation from a Q-
switched Nd: YAG laser was focused on a high
purity graphite pellet on a linear translation stage
that moved between subsequent pulses to provide
fresh surface. Infrared radiation from target plasma
was focused by ZnSe optics onto the 2 mm wide
entrance slit of the spectrometer. Scattered laser
light and higher-order spectra were cut using low-
pass filters at 4 and 7.4 micron. Spectral ranges
were scanned with a speed of 100 nm/min thus total
spectral taking time was near 1 hour. The spec-
trometer was encased in a plastic box that was
flushed by ultra pure grade N,, Ar or He at atmos-
pheric pressure.

The infrared spectra contained broad emis-
sion bands. The overall emission spectrum depend-
ed on the atmospheric pressure background gas
used, and all spectra were characterized by strong
continuous backgrounds. Spectra recorded in the 8-
11.5 micron interval were weaker than those in the
4.5-8 micron region. The broadness of the emission
bands is due partially to the limited spectral resolu-
tion (about 80 nm) and to the high plasma tempera-
ture; the fundamental source for their width is how-
ever their molecular origin. At plasma temperatures
vibrational and rotational excitation are extensive
leading to broad spectral envelops. Atomic lines
would have been much narrower. In addition in the

infrared region studied no neutral and/or ionic
atomic lines are expected to appear with significant
intensity [18].

The observed infrared emission did not show
the room temperature blackbody emission from the
spectrometer itself, and significant bands were only
observed in atmospheric pressure rare gases. The
fact that the spectra were different in argon and in
helium suggests carbon molecule and cluster for-
mation in the plasma. However not all spectral fea-
tures may be due to molecule formation in the
plasma, it is likely that the ablation laser removes
graphene fragments from the graphite target. These
are essentially dehydrogenated PAH (dPAH) mole-
cules. Infrared bands of dPAH molecules computed
using high level density functional methods were
reported in the literature [19].

In addition the strong band observed between
4.4 and 5.4 micron do likely contain vibrational
features of C;, Cs, Cg, C; and Cq linear carbon chain
molecules, as expected from their matrix isolation
infrared spectra [20].

An interesting possibility is that graphite tar-
get laser ablation plasmas contain the fullerenes Cg
and Cy,. The availability of laboratory hot carbon
vapor infrared spectra and infrared astronomical
observations provide comparisons. Such a compari-
son is shown in the Figure 1.

Comparison of infrared emissions
from carbon vapor,plasma and ir
astronomy

5 from hot vapor

from mid-infrared LIB

emission in arb. units

M

itzer telescope

from Sp

14

5000 6000

7000

8000 9000 10000

wavelength in nm

Figure 1. A comparison of different infrared emission spectra of carbon vapors and plasmas.
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In the Figure 1 red denotes mid-infrared LIB
spectra [7], blue denotes the spectrum from the
Spitzer telescope [13], while green denotes infrared
spectra from hot Cg vapor [9]. The plot is against
nanometer wavelength (wl) scale, division by 1000
results in the usual micrometer scale. To turn mi-
crometers to wavenumbers (cm ) 10* / wl (micron)
should be used. As shown the v, and v infrared
modes of Cg at around 7 and 8.5 micron overlap
between the laboratory Cg vapor and the Spitzer
infrared spectra, but the mid-infrared LIB spectra
do not show significant bands at those positions.
On the other hand the LIB spectra contain strong
emission bands at around 4.7, 6 and 7.4 microns.

DISCUSSION AND PROPOSITIONS

Infrared emission spectra observed by the
mid-infrared LIBS (MIRLIBS) method are difficult
to assign to known carbon molecules. As men-
tioned before, there are only two groups of mole-
cules (linear carbon chains and dehydrogenated
PAHSs) for which previously obtained experimental
data and high-level quantum-chemical calculations
provide a tentative basis for identification. Fuller-
enes could not yet been positively identified in
MIRLIB spectra and there are strong emission
bands for which at present no molecular assign-
ments could be given.

The present results from mid-infrared LIB
spectra of carbon plasmas [7] are thus only prelimi-
nary as the experiments were performed using a
setup for observing inorganic and organic molecu-
lar matter for remote-sensing applications.

In order to exploit this new analytical tech-
nique the experimental method should be extended
and refined. Relative to the published spectra [7]
obtained with a single element MCT (HgCdTe)
detector/ scanning spectrometer requiring up to 1
hour of recording 10 spectra, the newly developed
linear array MCT detector/grating based mono-
chromator should provide fast acquisition of the
infrared spectra (only 5 sec is needed to average 4
single-shot plasma spectra [16]). Thus with the lin-
ear array many spectra can be averaged resulting in
significantly improved signal to noise ratio.

Another aspect is the time-resolved ability of
the experimental arrangement. While in the previous
experiments [7] time-delays up to 20 microseconds
after the laser-pulse were used, in the experiments
with the linear array were extended to 1 ms delay.
This is important for observing fullerenes as their
formation in the plasma requires time scales longer
than 10 microseconds. In addition one would need

warm background gases compared to the room tem-
perature surrounding gas in previous experiments [7].

Increase of spectral resolution greater than 80
nm in further experiments would bring obvious ad-
vantages. An important extension of MIRLIB spec-
tra of carbon and other substances would be the re-
duction of environmental gas pressure. For remote-
sensing applications that often are carried out in am-
bient air, the necessity of using atmospheric ( about
100 kPa) pressure is obvious, however to study the
formation of atomic clusters much lower pressures
are needed (maybe down to a few tens of Pascal).

The most significant advance of MIRLIB
spectroscopy however would be a simultaneous use
of the conventional LIB technique (in the visible
and ultraviolet region) and the MIRLIBS method.
As in the infrared range atomic lines of various ion-
ization stages are not observed, whereas in conven-
tional LIBS atomic lines are easily used to obtain
electron temperature and electron volume density
values (based on relative intensities and line
widths), quantitative characterization of the plas-
mas in combined LIBS spectral ranges would be
possible. The present state of infrared LIB spec-
troscopy and relevant technical aspects are re-
viewed in a recent paper [21].

With increased spectral resolution, better
signal to noise ratios and available plasma electron
parameters it might be possible to derive vibration-
al excitation conditions, molecular identifications
and maybe molecular formation mechanisms (thus
plasma chemistry) as well.

Such developments in the experimental tech-
nigues could provide important help for under-
standing carbon cluster formation which is a central
theme in producing various carbon nanostructures.
In addition the MIRLIBS technique could be ex-
tended to other cluster forming chemical elements,
such as metals, alkali metals, semi-metals and some
non-metallic elements (such as sulphur).

Infrared astronomy could also greatly benefit
from carbon MIRLIB spectroscopy in identifying
the molecular origin of cosmic infrared emitting
sources, along the line of the Spitzer spectra of full-
erenes [13, 14]. In particular with the coming of the
James Webb Space Telescope’s mid-infrared ob-
servational possibilities between 5 and 28 microns
[22] one may expect extensions of the Spitzer tele-
scope’s spectroscopic studies.

Summarizing the conclusions and the above
experimental propositions it appears that infrared
emission spectroscopy of carbon and other plasmas
has a great future.
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NHOPAIIPBEHA EMUCHUOHA CIIEKTPOCKOIIMJA HA JAT'JIEPOJHU ITAPEN
N IIVIABMMU - KPATOK IIPEI'VIE]]

Laszl6 Nemes

Institute for Materials and Environmental Science, Research Centre for Natural Sciences,
Hungarian Academy of Sciences, Budapest, Hungary

JaneH e xpaTok mperiex Ha MH(ppanpBeHaTa EMHCHOHA CHEKTPOCKOIMja Ha JKCLIKH jarJIepOAHU Iaped H
a3Mu gobueHu co momom Ha PypueoBa TpancpopmHa mHPpanpBeHa emucnoHa crnekrpockonuja (FTIR) u co
JacepckW HHAyIHMpaHa pas3noxyBauka crekrpockonuja (LIBS) Bo cpemHoTro wmH(OpampBeHo moxapadje.
Jlabopatopuckute emucuoHu crektpu nobduern co FTIR compxkar BuOparmonu nentu ox dynepenure Cgy, Coo,
JoJeKa 1abopaTopHcKuTe CHeKTpu godueHu co LIB Bo cpemHoTO MH(pampBeHO moapadje MOKakyBaaT JICHTH IITO
npunaraaT HajuecTo Ha HEMJCHTU()UKYBAaHH jariaepoJHU MOJIEKYJIH U KiacTepH. /IBata Bujia CHEKTPH Ce CIIOPEICHU
CO CIIEKTpaJHUTE pe3yaTaTH oj uHppaupBeHara acrpoHoMuja. CrEKTpUTE Ce IUCKYTUPaHH O]l aclleKT Ha HHBHATa
NpUMEHa BO M3y4YyBameTO Ha jarjepojHaTra HaHOCTPYKTypa, Kako M BO MH(]paupBeHata actpoHoMuja. Cyrepupanu
ce ¥ MO>KHH TIPOIIHMPYBakba 3a JaCEPCKU MHIYIIMpaHaTa Pa3loxkKyBadka (Iu1a3Ma) CIIeKTPOCKONuja.

Kayunn 300poBu: JarieponHa ria3ma; jarjiepojiHa Iapea; Kiactep, HMH(pAIPBEHH SMHUCHOHHU CIICKTPH,
FTIR; LIBS; nacepcku HHAYIHPAHO pa3IoKyBamke; aCTPOHOMH]ja
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THEORETICAL VS. EXPERIMENTAL IR FREQUENCY SHIFTS
UPON II- HYDROGEN BONDING: COMPLEXES OF SUBSTITUTED PHENOLS
WITH HEXAMETHYLBENZENE®

Valia Nikolova, Boris Galabov

Department of Chemistry and Pharmacy, University of Sofia, Sofia, Bulgaria

e-mail: ohtvd@chem.uni-sofia.bg, galabov@chem.uni-sofia.bg

The quality of theoretical prediction of O-H stretching frequency shifts upon n-hydrogen bonding is analyzed
for series of ten complexes between monosubstituted phenols and hexamethylbenzene. Computed O-H frequencies
from density functional theory computations at B3LYP/6-311++G(2df,2p) were compared with literature spectro-
scopic data. The results reveal that the applied theoretical method predicts with an excellent accuracy the O-H fre-
quency shifts [Av(OH)] upon z-hydrogen bond formation. Comparisons with analogous theoretical and experimental
data for benzene complexes with substituted phenols reveal the magnitude of the methyl groups’ hyperconjugative
effects on interaction energies and frequency shifts. The induced by phenol substituents variations in bonding ener-
gies and Av(OH) are rationalized using theoretically evaluated and experimental parameters.

Key words: n-hydrogen bonding; hexamethylbenzene; substituted phenols; O-H frequency; DFT computations

INTRODUCTION

Vibrational spectroscopy has provided rich
experimental information on hydrogen bonding [1-
5]. This method has also been instrumental in stud-
ies of m-hydrogen bonds [6-8]. The advances of
computational quantum chemistry have opened
possibilities for gaining deeper insights into the
nature of this type of noncovalent interactions that
are of key importance in biology, chemistry, and
materials science [9-14]. The present study aims at
examining properties for series of complexes of
hexamethylbenzene with monosubstituted phenols
by a combined application of computational and
spectroscopic data. The O-H stretching frequency
shifts upon complex formation provide an excellent
basis for quantifying the effects of structural varia-
tions on the processes. The experimental data con-
sidered in the present research are taken from the
work of Seguin et al. [15]. Our principal interest
was in examining how well theoretical computa-
tions employing the widely applied B3LYP func-

tional will perform in evaluating properties of the
studied complexes. We also focus on analyzing the
effects of substituents in the phenolic aromatic ring.
By comparisons with previously obtained analo-
gous computational and spectroscopic data for ben-
zene [16], the role of the methyl hyperconjugative
effects in hexamethylbenzene on the strength of n-
hydrogen bonding is also assessed.

The usual interpretation of substituent effects
in the proton-accepting aromatic ring considers
their electron withdrawing and releasing effects on
the m-electron system [17-19]. An alternative inter-
prettation emphasized the direct interaction be-
tween the polar aromatic substituents and the ap-
proaching proton-donating molecule [20, 21].
Sherill et al. [21-23] and Lee et al. [24] have shown
by using symmetry adapted perturbation theory
(SAPT) [25] computations that the ratio between
attractive (electrostatic, dispersion, induction) and
repulsive (exchange) terms defines the effects of
aromatic substituents.

Recent vibrational Stark spectroscopy studies
of Saggu, Levinson and Boxer [26, 27] on the =-
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hydrogen bonded complex of phenol and benzene
revealed a dominant role of the electrostatic inter-
action energy in complex formation. The experi-
mentally determined electrostatic interaction energy
compared well with the theoretically derived from
DFT computations. Vibrational echo spectroscopy
study on the same interaction revealed that the time
constant of the complex was only 8 picoseconds
[28, 29]. In a previous work, we presented results
from an IR spectroscopic and theoretical investiga-
tion for a series of 20 n-hydrogen-bonded complex-
es of monosubstituted phenols and benzene [16].
Correlation analyses employing a number of exper-
imental and theoretical quantities revealed a domi-
nant role of the acidity of the proton donating phe-
nols on complexation energies. Banerjee and
Chakraborty [30] reached similar conclusions in
their study of complexes of fluorosubstituted phe-
nols with benzene. Zhou et al. [31] conducted a
detailed theoretical study of the various geometries
of phenol-benzene n-hydrogen bonded complexes.

In the present research, we examine the in-
teraction of ten monosubstituted phenols with hex-
amethylbenzene. As mentioned, the selected mole-
cules provide a possibility for analyzing the role of
methyl hyperconjugative effects on the complex
formation. In this respect, it was also of interest to
assess how well different theoretical approaches
will quantify the expected increased electron densi-
ty over the aromatic ring in hexamethylbenzene.
The theoretical analysis is validated by compari-
sons with the experimental IR O-H frequency shifts
upon n-hydrogen bonding as determined by Saguin
et al. [15] for CCl, solutions.

COMPUTATIONAL MEHTODS

DFT computations employing the B3LYP
functional [32-34] combined with the 6-
311++G(2df,2p) [35] basis set for a series of ten
hydrogen-bonded complexes between monosub-
stituted phenols and hexamethylbenzene were
performed. All computations employed the Gaus-
sian09 program [36]. The optimized structures were
verified to be minima of the potential energy
surfaces with the aid of harmonic frequency
computations. The interaction energies are corrected
for basis set superposition error (BSSE) using the
counterpoise procedure [37]. The computations em-
ployed the IEFPCM method [38] to simulate the ex-
perimental conditions (CCl, solvent) of the recorded
infrared spectra [15]. A number of theoretical quanti-
ties were employed in rationalizing the effects of
phenol substituents on interaction energies and shifts
of O-H stretching frequencies. These included the

NBO [39] and Hirshfeld [40] atomic charges as well
as the electrostatic potential at nuclei (EPN). EPN
was first introduced by Wilson in 1962 [41]. In a
number of studies from our laboratory, we have es-
tablished that EPN is a remarkably accurate de-
scriptor of the abilities of specific atomic centers in
molecules to form hydrogen bonds [42-47] and also
in quantifying chemical reactivity [48-51]. In later
years, EPN values have been successfully employed
by other authors in examining reactivity trends [52—
60]. Politzer and Thruhlar [61] defined the
electrostatic potential at nuclei Y (Vy) by Egn. (1):

V,=V(R,)=Y

A(=Y)

z p(r)
A - 1
R,-R,| I|r7RY|OIr @

In this relationship, the singular term for
nucleus Y is excluded. Z, is the charge of nucleus A
at position Ra. and p(r) is the electron density
function. The electrostatic potential at nuclei is a
rigorously defined quantum mechanical quantity.

RESULTS AND DISCUSSION

Figure 1 illustrates the computationally eval-
uated structure of the complex between phenol and
hexamethylbenzene. All ten studied complexes are
characterized by a T-shaped structure with nearly
perpendicular orientation of the proton donor phe-
nols with respect the hexamethylbenzene ring (Fig-
ure 1). As seen, two n-hydrogen bonds are simulta-
neously formed. The first is between the phenolic
O-H bond and the m-electron system of hexa-
methylbenzene, while the second involves the ortho

stronger with distance from the O-H hydrogen to
the nearest ring carbon of 2.45 A. The distance
from the C-H hydrogen to the nearest carbon is
2.95 A. Comparisons with to the structure of analo-
gous complexes of substituted phenols with ben-
zene [16], reveals some distinct differences (Figure
1). Although the latter complexes also have T-
shaped structure, the O-H and C-H bonds for the
lowest energy isomers points toward the middle of
the respective closest C-C bonds in the benzene
ring (Figure 1). In the complexes with hexamethyl-
benzene, the two m-hydrogen bonds point toward
ring edges (Figure 1).

As emphasized, it was of interest to examine
how well the employed B3LYP DFT functional
would perform in predicting properties of the inves-
tigated n-hydrogen bonded complexes. The availa-
bility of experimental Avgy shifts for the systems
studied provides an experimental verification of the
theoretical results. The variations of C-H stretching
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frequencies, participating in n-hydrogen bonding,
were only obtained from theoretical computations.
These frequency shifts were determined for the re-
spective tetradeutero phenols, in which the C-H
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bond participating in complex formation remains
undeuterated. The theoretically estimated and ex-
perimental [15] frequencies for the studied com-
plexes are shown in Table 1.

l

3.19

Figure 1. Optimized structures of 7—hydrogen bonded complexes of phenol with hexamethylbenzene (left, center)
and benzene (right) from B3LYP/6-311++G(2df,2p) computations.

Table 1. Interaction energies (kcal/mol) for n—hydrogen bonded complexes, experimental and computed O-H stretch-
ing frequency shifts (cm™), and computed C-H stretching frequencies (cm™) in substituted phenols and their com-
plexes with hexamethylbenzene from B3LYP/6-311++G(2df,2p) calculations (CCl, solvent).

Substituent AE VouMON-  von Avo.y Avon?®  ven mon- Avc.y the-
omer complex theor. expl. omer ve.u compl. or.
H (phenol) -1.456 3824 3721 -104 -106 3155 3163 +8
m-CHjs -1.265 3824 3726 -99 -102 3157 3161 +3
p-CHs -1.252 3827 3728 -99 -100 3153 3157 +4
m-OCH; -1.244 3825 3723 -102 -105 3162 3168 +6
p-OCH;3 -1.204 3831 3734 -97 -98 3163 3167 +4
m-N(CHjs), -1.215 3828 3737 -92 -97 3177 3180 +2
m-Cl -1.832 3825 3703 -122 -118 3168 3184 +16
p-Cl -1.802 3827 3707 -120 -112 3166 3170 +4
p-F -1.557 3829 3718 -111 -107 3167 3173 +6
m-NO, -2.193 3823 3682 -141 -136 3170 3171 +1
r, plot with Avg .y 0.976
(theor)®
r,. plot with AE” 0.985 0.956

®From Ref. [15]
®r, correlation coefficient

The red shifting of O-H stretching frequen-
cies in the hydrogen-bonded complexes is quite
significant. The experimental Av(OH) from the
study of Seguin et al. [15] vary from —98 cm™ to —
136 cm™ for the differently substituted phenols
(Table 1). It is remarkable that very similar range of
variations (from —97 cm*to —141 cm™) is predicted

by the B3LYP/6-311++G(2df,2p) computations.
Along the entire series of n-hydrogen bonded com-
plexes, the coincidence between theoretical predic-
tions and experiment for the magnitude of frequen-
cy shifts is indeed very good. These results illus-
trate the power of the employed DFT method
[B3LYP/6-311++G (2df, 2p)] in evaluating vibra-
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tional spectroscopic properties of the studied sys-
tems. Figure 2 illustrates the plot between theoreti-
cal and experimental Avoy.

=90

-100 A

Av OAH( expl)

-110 4

-120

-130

r=0.976
.

-140 T T T T T T T T T T T
-140 -130 -120 -110 -100 -90
Av, (theor)

Figure 2: Plot of theoretically estimated O-H frequency
shifts, Avg.y (theor) vs. the experimental Avg.y (€Xpl)
(the experimental data are from Ref. [16]).

The dependence is characterized by a good
correlation coefficient (r = 0.976). It should, of
course, be emphasized that the experimental fre-
guencies include anharmonic effects. Thus, the ob-
tained nice correspondence between observed and
theoretical (harmonic) Av(OH) may be regarded as
somewhat fortuitous. Nonetheless, the anharmonic

effects on the O-H stretching frequency are ex-
pected to be quite consistent along the investigated
series of structurally closely related systems.

The trend for the C-H bond stretching fre-
guency is reverse. For all studied complexes, the
theory predicts blue shifts of the respective C-H
frequencies upon complexation. These results are in
accord with the previously reported data for the
complexes of benzene with substituted phenols
[16]. The weakening of the O-H bonds and
strengthening of C-H bonds is well illustrated by
the computed bond lengths (Table 2).

The O-H bonds are clearly elongated upon
complexation. Literature studies [62] have shown
that the process is accompanied by a transfer of
electron density from the proton accepting m-system
to the antibonding 6~ X-H orbital of the proton
donor resulting in weakening of the bond. This also
is reflected in the red-shifting X-H stretching
frequency. The blue shifting hydrogen bonding is
dominated by dispersive interactions resulting in
shortening and strenthening of the respective X-H
bonds [23, 62, 63]. Table 2 reveals a satisfactiory
correlation (r = 0.966) between roy in the formed
complexes and energies of hydrogen bonding.

The BSSE corrected interaction energies are
also given in Table 1. Satisfactory coorrelations
between AE and O-H frequency shifts are obtained
(see the correlation coefficients in the last two rows
of Table 1).

Table 2. BSSE corrected interaction energies (kcal/mol), O-H (ro.. A) and C-H (re.4, A) bond lengths
for monomeric phenols and for = — hydrogen bonded complexes of phenol and hexamethylbenzene
from B3LYP/6-311++G(2df, 2p) computations.

Substituent AE ro-H ro-H le-H le-H
reactant complex  reactant  complex

H (phenol) -1.456 0.9624 0.9676 1.0835 1.0829
m-CHs -1.265 0.9625 0.9673 1.0833 1.0826
p-CHs -1.252 0.9623 0.9673 1.0836 1.0830
m-OCH; -1.244 0.9622 0.9675 1.0826 1.0820
p-OCHj, -1.204 0.9620 0.9669 1.0832 1.0829
m-N(CHs), -1.215 0.9621 0.9667 1.0824 1.0819
m-Cl -1.832 0.9626 0.9685 1.0828 1.0822
p-Cl -1.802 0.9624 0.9682 1.0830 1.0825
p-F -1.557 0.9622 0.9678 1.0828 1.0824
m-NO, -2.193 0.9629 0.9695 1.0828 1.0826

r,. plot with AE 0.819 0.966
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Comparisons of computed hydrogen bonding
energies and O-H frequency shifts for complexes of
substituted phenols with hexamethylbenzene and
with benzene as proton acceptors are presented in
Table 3. The experimental and theoretical (using
the same level of theory) data for benzene are from
our earlier study [16]. These comparisons reveal the
effects of methyl hyperconjugation. Much higher
hydrogen bonding energies characterize the com-
plexes of phenols with haxamethylbenzene. In the
case of the unsubstituted phenol as proton-donating
species, the interaction energy is almost twice as
high compared to the complex with benzene (Table
3). These observations clearly indicate a substan-
tially increased electron density over the hexa-
methylbenzene ring, which facilitates the complex
formation. Figure 3 compares the theoretically es-
timated EPN values and Hirshfeld atomic charges

at the aromatic ring carbons in monomeric hexa-
methylbenzene and benzene. Contrary to expecta-
tions, Hirshfeld population analysis shows lower
negative charges at the ring carbons in hexa-
methylbenzene compared to benzene. In contrast,
the EPN values provide more accurate picture of
the charge distribution in the two molecules. More
negative electrostatic potentials at the point of the
ring carbons indicates increased negative charges in
the neighborhood, in harmony with the expected
increased electron density. It should be emphasized
that EPN values reflect complex influences of all
negative and positive charges in the molecule (see
Eqn. 1). Nonetheless, it was clearly demonstrated,
that EPN at aromatic ring carbons reflects in a con-
sistent way the effects of substituents in aromatic
systems [51].

Table 3. Interaction energies (AE, kcal/mol) for n-hydrogen bonded complexes of substituted phenols
with hexamethylbenzene and benzene, experimental and computed O-H IR frequency shifts (cm ™)
upon complexation from B3LYP/6-311++G(2df,2p) computations and experiment [16].

. Hexamethylbenzene Benzene

Substituent AE Avo.n theor.  Avo.y*expl. AE Avotheor.  Avoy expl.
H (phenol) -1.456 -104 -106 -0.732 —65 -48
m-CHjs -1.265 -99 -102 - - -
p-CH; -1.252 -99 -100 -0.845 —65 -45
m-OCH; -1.244 -102 -105 - - -
p-OCHjs -1.204 -97 -98 -0.653 -60 47
m-N(CHs), -1.215 -92 -97 - - -
m-Cl -1.832 -122 -118 -1.061 -76 -55
p-Cl -1.802 -120 -112 -0.970 72 -53
p-F -1.557 -111 -107 -0.990 73 -48
m-NO, -2.193 -141 -136 - - -

®From Ref. [15]
®From Ref. [16]

Three theoretically evaluated parameters
(NBO and Hirshfeld atomic charges, EPN values)
were employed in rationalizing the effects of substit-
uents in the proton-donating phenols on the energies
of complex formation with hexamethylbenzene. In
addition, the experimental pKa values for the differ-
ent phenols were also considered. In our previous
study on complexes between benzene and substitut-
ed phenols [16], the phenol pKa acidity constants
best described the trend of interaction energy varia-
tions. Hydrogen bonding energies, pKa values, and
the evaluated theoretical parameters are shown in
Table 4. The correlation coefficients for the plots of
AE with these quntitieas are given in the last row of
Table 4.

Surprisingly, the pKa values do not provide a
fully satisfactory description of the observed varia-
tions in interaction energies. The two types of
atomic charges considered, do not perform well in
explaining the trends of changes of m-hydrogen
bonding energies. The best obtained correlation is
with the EPN values at the phenolic O-H hydrogen
in isolated phenols (V). The less negative Vy at
the O-H hydrogen under the influence of electron-
withdrawing substituents (NO,, Cl, F) corresponds
to greater ability of these hydrogen atoms to partic-
ipate in hydrogen bonding. Inversely, the electron-
donating substituents (CHz;, OCHs) lead to more
negative Vy values and lower strength of the formed
n-hydrogen bonds. These results confirm the good
predictive power of the electrostatic potential at nu-

Tpunosu, Ogg. ipup. maiu. buoiuex. nayku, MAHY, 38 (1), 33—41 (2017)



38 Valia Nikolova, Boris Galabov

clei as reactivity descriptor for the hydrogen bonding  vide best description of the ability of the monomeric
in series of related molecules [42-46]. The comput-  phenols to form n-hydrogen bond with the hexa-
ed electrostatic potential at the O-H hydrogen pro- methylbenzene 7-System.

-14.7770
-14.7770

-14.7770

-14.7867

-14.7770

-14.7867 -14.7770

AEIERT -14.7770

»

Figure 3: EPN values (top, in atomuic units) and Hirshfeld charges (bottom, in electrons)
at aromatic ring carbons in hexamethylbenzene and benzene

Table 4. Interaction energies, experimental frequency shifts, electrostatic potential at nuclei (EPN),
NBO and Hirshfeld atomic charges at O-H hydrogen atom in substituted phenol monomers
from B3LYP/6-311++G(2df, 2p) computations

Substituent kcaﬁ/fnol Agr%:'fa avz quNBO A :mh pKaP
H (phenol) ~1.456 -106 -0.9691 0.4794 0.1746 9.99
m-CHs -1.265 -102 -0.9722 0.4790 0.1738 10.08
p-CH3 —1.252 -100 -0.9733 0.4785 0.1731 10.19
m-OCH, -1.244 -105 -0.9705 0.4803 0.1747 9.93
p-OCH3 —1.204 -98 -0.9752 0.4780 0.1721 10.21
p-N(CHs), -1.215 97 -0.9330 0.4868 0.1871 9.88
m-Cl -1.832 -118 ~0.9569 0.4822 0.1791 9.02
p-Cl -1.802 -112 -0.9580 0.4814 0.1780 9.38
p-F -1.557 -107 -0.9622 0.4804 0.1762 9.95
m-NO, -2.193 -136 -0.9415 0.4846 0.1833 8.35
r, plot. with AE 0.956 0.953 0.732 0.881 0.939

 From Ref. [15]
® From Ref. [64]
“r, correlation coefficient
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CONCLUSIONS

Theoretical computations at B3LYP/6-
311++G(2df,2p) predict quite accurately O-H
stretching frequency shifts induced by n-hydrogen
bonding between hexamethylbenzene and a series
of substituted phenols. Comparisons with literature
theoretical and experimental data for analogous T-
shaped complexes of benzene with phenols provide
an insight into the effects of methyl hyperconjuga-
tion on complex formation. Much stronger com-
plexes with hexamethylbenzene are formed as re-
flected in computed energies as well as in observed
and predicted Av(OH) shifts.
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Potential Analysis of Hydrogen, Halogen, and Di-

TEOPETCKHU HACITPOTU EKCHEPUMEHTAJIHU IOMECTYBAIBA HA
NHOPAINPBEHUTE ®PEKBEHIIUMU ITPU n-BOAOPOJHO CBP3YBAIBE: KOMIIVIEKCH
HA CYIICTUTYUPAHU ®EHOJIN CO XEKCAMETHUJIBEH3EH

Basmna HukomnoBa, bopuc I'anados

Onnen 3a xemuja u papmanmja, Coducku yausepsuret, Codua 1164, byrapuja

AHanu3upaH € KBaJIMTETOT Ha TEOPETCKOTO IpeTCKaXKyBame Ha moMmecTyBamara Ha O—H BajeHTHHTE
(pekBeHIIMU NPU T-BOJIOPOJHO CBP3yBamke Kaj cepuja oJ] IeCeT KOMIUIEKCH ITOMel'y MOHOCYIICTUTYHpaHu (GeHonu u
xekcamerminoenseH. IIpecmeranute O—H ¢pexBeHImy co mpuMeHa Ha METONOT Ha TeopujaTa 3a (DyHKIMOHAN Of
enekTpoHckata ryctmHa Ha B3LYP/6-311++G(2df,2p) HMBO Ha TeopHja ce CHOpPENeHH CO CIEKTPOCKOIICKHUTE
HOJIATOLM OJ NUTeparypara. PesynraTuTe mokaxaa neKa NPUMEHETHOT TEOPETCKH METOJ CO OJUIMYHA TOYHOCT T'H
nperckaxyBa nomectyBamara Ha O—H BanentHure ¢peksenuun [Av(OH)] mpu ¢dopmupame Ha T-BOZOPOAHO
cBp3yBame. CriopeayBamaTa co aHAIOTHUTE TEOPETCKU U €KCIIEPHMEHTAIHH MOJATOIM 33 OEH3EHCKH KOMILIEKCH CO
CYNCTUTYHpaHn (EHOJIM ja JaBaaT ToOJIEMHHAaTa Ha XWIEPKOHBYTaTUBHHOT e(eKT Ha METHJIHHTE TpYyHH Bp3
MHTEPAKI[HOHUTE EHEPTrUH U (PPEKBEHTHOTO MOMecTyBame. MHayuupanure (0] cTpaHa Ha (pEHONHUTE CYIICTUTYCHTH)
BapHpama Ha eHepruute Ha Bpckute u Ha AV(OH) ce parroHamM3upaHu O KOPHCTEHE HA TEOPETCKU €BAIyHpaHH
KaKO U CO EKCIIEPUMEHTAIIHH MapaMeTpH.

Kiayynu 300poBH: T-BOJOPOJHO CBp3yBame; XeKCaMeTWIOeH3eH; cynctutyupann ¢enomn; O-H
¢dpexsennun; DFT npecmeTku
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VIBRATIONAL SCALING FACTORS FOR Rh(I) CARBONYL COMPOUNDS
IN HOMOGENEOUS CATALYSIS®
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Molecular Simulations and Design Group, Sandtorstr. 1, 39106 Magdeburg, Germany

“e-mail: kohls@mpi-magdeburg.mpg.de

Metal carbonyl complexes are an important family of catalysts in homogeneous industrial processes. Their
characteristic vibrational frequencies allow in situ tracking of catalytic progress. Structural assignment of intermedi-
ates is often hampered by the lack of appropriate reference compounds. The calculation of carbonyl vibrational fre-
quencies from first principles provides an alternative tool to identify such reactive intermediates. Scaling factors for
computed vibrational carbonyl stretching frequencies were derived from a training set of 45 Rh-carbonyl complexes
using the BP86 and B3LYP functionals. The systematic scaling of the computed C=0 frequencies yields accurate
calculation and assignment of the experimentally obtained v(CO) values. The vibrational scaling factors can be used
to identify reaction intermediates of the industrially relevant Rh-catalyzed hydroformylation reaction. The absolute
error between calculated and experimental spectra was significantly reduced and the experimental spectra were as-

signed successfully.

Key words: infrared spectroscopy; vibrational scaling factors; rhodium-carbonyl complexes;

hydroformylation; DFT

INTRODUCTION

Hydroformylation of alkenes (also known as
"oxo process") is one of the most important homo-
geneously catalysed industrial processes with a
yearly production of more than 10 million metric
tons of oxo chemicals [1]. The produced aldehydes
from olefins and syngas (CO/H,) are used as per-
fumes, surfactants, plasticizers and solvents. Owing
to the milder process conditions, rhodium(l) car-
bonyl complexes are the predominant catalysts of
choice [2]. For the purpose of achieving higher
n/iso selectivity, rhodium carbonyl complexes are
modified with bulky phosphine or phosphite lig-
ands. Aryl diphosphite compounds are attractive
modifying ligands offering high catalytic activity
and selectivity on one hand, and ease of preparation
in comparison to phosphines on the other [3]. Also
being generally less sensitive to sulfur compounds
and oxidizing agents, bulky aryl diphosphites are

the first choice for selective production of large
quantities of n-aldehydes. Phosphite ligands, such as
BiPhePhos, provide 98-99% n-selectivity [4]. The
ligand BiPhePhos and Rh(I)BiPhePhos precatalyst
with two carbonyl and one hydride ligand are shown
in Figure 1. In addition to hydroformylation purposes,
rhodium carbonyl complexes are also important cata-
lysts in a number of other large-scale homogeneously
catalysed industrial processes, e.g. the production of
acetic acid (the Monsanto process) [5].

Understanding the mechanism of the com-
plex catalytic reaction networks and establishing
structure-selectivity/reactivity relationships is in-
credibly valuable for the further development of
catalysts and processes, as well as for tailoring new
catalysts. Infrared (IR) spectroscopy plays a very
important role in metal carbonyl chemistry for
gaining mechanistic insight and the bands due to
CO absorption, occurring around 2000 cm™, are
especially informative. Operando IR spectroscopy

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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is an advancing in situ methodology to monitor
formation and disappearance of intermediate spe-
cies in real time, under working conditions at ele-
vated pressures and temperatures using time-
resolved spectra [6].

For (carbonyl containing) Rh catalysts, the
C=0 stretching frequencies are of crucial im-

OMe
I tBu

O

OMe
tBu
o]
/

o——”P\

O

portance to deduce structural information of inter-
mediate complexes during the reaction. With CO
being a strong m acceptor ligand, the strength of the
Rh—CO bond and consequently frequency of vibra-
tion of the C-O bond will depend on the electron
density at the rhodium atom.

Figure 1. Structure of BiPhePhos ligand (left). DFT(BP86/def2-TZVP)
optimized HRh(BiPhePhos)(CO), hydroformylation pre-catalyst (right).

CO stretching vibrations are very sensitive to
their chemical environment, give rise to sharp and
intense bands well separated from other vibrations
in the spectrum. All of this explains why IR is the
most important technique for rationalizing the
structure of CO complexes. Assignment of the re-
sulting spectra, however, is almost never unambig-
uous. Ab initio calculated frequencies have been
recognized as an inevitable tool in structural as-
signment and interpretation of complex vibrational
spectra. For larger molecules and transition metal
complexes, density functional theory (DFT) is the
method of choice due to its computational efficien-
cy [7, 8]. However, due to intrinsic biases of the
theoretical models, the computed frequencies are
shifted with respect to the experimental ones. This
has its origins in approximating vibrational move-
ments of a molecule to be harmonic. Other sources
of error are the use of a finite basis set and the ne-
glect of electron correlation. Further source of error
is that the computed frequencies stem from isolated
molecules (gas phase) whereas the measured spec-
tra are usually done on liquid or solid samples
where perturbations from solvent, counter ions or
matrix environment are present. Thus the computed
harmonic vibrational frequencies are typically larg-
er than the experimentally observed fundamentals

[9]. The discrepancies between computed and
measured vibrational frequencies tend to be sys-
tematic. This makes it possible to correct ab initio
frequencies by a scaling factor to compensate for
the approximations so that they match the experi-
mental outcome. Deriving scaling factors for har-
monic frequencies has received a much of attention
in the literature [10-14]. Derived scaling factors are
specific to each level of theory used, but they also
depend on the test set of molecules. In the literature
usually global scaling factors are given for correct-
ing the complete IR spectral range, although it is
known that low and high frequencies are not equal-
ly affected by the deficiencies of the computational
methods. When uniform scaling factors are used,
large errors from the highly anharmonic low fre-
guency modes enter in the scaling factors. Studies
show the scaling factors for high and low frequen-
cies can be very different which justifies the use of
dual scaling [11]. There are published carbonyl
frequency scaling factors for Fe-Fe complexes [15],
or for diverse transition metal homoleptic carbonyls
[16]. Nevertheless, the systematic errors arising
from the basis sets of different transition metals are
different. To the best of our knowledge, there is no
systematic study for reliable and un-biased scaling
of heteroleptic Rh-carbonyl complexes.

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 38 (1), 43-56 (2017)
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Here we derive vibrational scaling factors for
two commonly used DFT functionals from a large
number of experimentally characterized Rh(l) car-
bonyl complexes. The newly derived vibrational
scaling factors can help to assign the structure of
spectroscopically observed intermediates in com-
plex reaction networks. A reliable assignment of
complex in situ or operando vibrational spectra
stemming from Rh-catalysed processes becomes
possible.

COMPUTATIONAL DETAILS

A training set of 45 experimentally charac-
terized Rh(l) carbonyl complexes was designed
from chemical literature. All structures were opti-
mized at the DFT level using two commonly used
functionals: one generalized gradient approxima-
tion (GGA) functional (BP86 [17, 18]) and one
hybrid functional (B3LYP [17, 19]). For all atomic
orbitals, the def2-TZVP basis set was used [20]
substituting previous Ahlrichs’ basis sets [21]. This
basis set was shown to give reliable vibrational CO
frequencies for a number of metal complexes, see
for example [22-24]. All final structures were char-
acterized to be minima by calculating the Hessian
matrices at the respective level and the absence of
any imaginary eigenvalues. The frequencies corre-
sponding to CO stretching vibrations were then
used for comparison with experiment and deriva-
tion of a vibrational scaling factor. All calculations
were done using TURBOMOLE V6.6 [25].

RESULTS AND DISCUSSION

A set of 45 carbonyl containing rhodium(I)
complexes with available experimental IR spectro-
scopic data was selected from literature. The crite-
ria for the selection were the formal oxidation state
of rhodium to be +1 and the presence of one or two
terminal carbonyl ligands. Complexes with bridg-
ing CO or clusters with more than one Rh atom
were not included in the selection. It is beyond the
scope of this study to individually discuss the CO
stretching frequencies of each compound which
span a range of 170 cm ™ (see below).

Both BP86 and B3LYP are known to gener-
ally reproduce structural parameters such as bond
lengths and bond angles of transition metal com-
plexes very well [26]. We here give one representa-
tive example complex from the test set,
Rh(acac)(CO),, a precursor of the catalyst in hydro-
formylation (Figure 2). The calculated structural
parameters are in excellent agreement with the ex-
periment from X-ray structural analysis [27]. Both

shown bond lengths (rhodium—CO and C-O) are
better reproduced by BP86 (to within 0.01 A),
whereas B3LYP overestimates the Rh—C bonds by
0.3 A, and underestimates C=0 distances by 0.05
A. This in turn yields higher C=0 vibrational fre-
guencies not only in this complex but observed in
all B3LYP calculations.

BP86 1.154
B3LYP 1.139

Figure 2. Comparison of experimentally obtained structure
[27] of Rh(acac)(CO), to the calculated ones
on BP86/def2-TZVP and B3LYP/def2-TZVP levels of theory.
Values given in A

These 45 complexes give a total of 69 CO
vibrational frequencies resulting from the presence
of multiple carbonyl ligands in some of the com-
plexes. The test set of 45 molecules along with their
experimental and computed frequencies are given
in Table 1. Although all of the 45 complexes are
formal Rh(l) complexes, the carbonyl stretching
frequencies are in a range from 1920 to 2095 cm™*
thus spanning more than 170 cm™. This demon-
strates that the CO stretching frequencies are subtle
probes for the electron density at the central metal
atom which is determined by the steric and elec-
tronic effects of the ligands. The 69 experimental
frequencies are compared to the calculated ones
with the BP86 and B3LYP DFT functionals. Alt-
hough, it is known that the "exact" harmonic fre-
guencies will always be greater than the true fre-
guencies [28], our analysis shows that in the major-
ity of cases BP86 underestimates CO experimental
frequencies for the studied complexes. On the other
hand, B3LYP being a hybrid functional including
HF character, overshoots as expected in all of the
cases. To precisely estimate the accuracy of the
theoretical methods, the differences between the
calculated unscaled and the experimental values are
given in the 5" and 7" columns in Table 1 for

Tpunosu, Ogg. ipup. maiu. buoiuex. nayku, MAHY, 38 (1), 43-56 (2017)
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BP86/def2-TZVP and B3LYP/def2-TZVP, respec- error for BP86 is 2.9% and 6.5% is for B3LYP. The
tively. We give the deviation from experiment as a  average absolute error is 1% for BP86 and 3.5% for
signed percentage error. The maximal absolute B3LYP.

Table 1. Set of molecules and the respective experimental and calculated C=0 frequencies used in this study. The
error of the calculated frequencies with respect to the experimental given as signed percent.

Structural 1 v(CO)
Molecular formula formula v(CO) [em™] [cm
Exp. BP86 Error % B3LYP Error %
1 2 3 4 5 6 7
CHs
o ot 2084 206449 094 21456 2.96
Rh(C0),00CsH- [29] SR
TN 2015 2001.52 —0.67 2084.8 3.46
CHs
N /0,.—_\c< 2068 2054.68 -0.64 2136.51 331
RhC14H14NO; [30] SR
S G N 2000 1992.98 -0.35 2075.39 3.77
CH3
o o 2070 205203  -0.87 213471 3.13
RhC1oH14NO; [30] >Rh< i "‘;>CH
o J:C\CH 2003 1983.27 -0.99 2064.68 3.08
oo, omc T 2065 205563 045  2137.52 351
RC15H12NOs [30] W
TR, 2005 199404  -0.55 2076.59 3.57
/CH3
H3P\Rh/0___—\i\CH
RhCy;H,sNO,P [30] o N/ 1976 1982.55 0.33 2061.85 4.34
\CH3
CHj
. N 2070 2038.87 -1.50 2163.11 4.50
cis-Rh(CO),(PhNH,)CI _r
30 7\
[30] oc”  HN—D) 2015 1969.44  -2.26 2085.53 3.50
oc\ ;SJ
Rh(CO)(S(C,Hs),).Cl R
31] /\5/ NS 1965 1958.35 -0.34 2034.45 3.53
N/
oc, Se
Rh(CO)(Se(C;Hs),),Cl v )
[31] ﬂie/ . 1961 1951.77 0.47 2028.31 3.43
)
ocC. Te
Rh(CO)(Te(CzHs)2).Cl e
[31] »{e/ . 1955 1948.97 -0.31 2021.33 3.39
OC, Cl
NI 2081 2067.71 —0.64 214957 3.30
Rh(CO),(2,6- /Rh\
CH3),CsHsNH,)CI [30
(CHa)2CeHaNHLICI 301 oo HZN@ 2010 1995.42 -0.73 2078.49 3.41
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Table 1. (Continuation)

1 2 3 4 5 6 7
°°\ /C' 2060 2044 -0.78 2158.58 4.79
Rh(CO)z(n'C3H7NH2)CI RH
30
[30] oc EN—/\ 1985 1971.73 -0.67 2080.96 483
— oc o 2095 2067.21 -1.33 2149.03 2.58
2\M° Rh
CH3C¢H,NH,)CI [30 7N
SCHNHICIIS0L o v 2035 1994.39 —2.00 2077.05 2.07
ocC Cl
. L AN 2089 2052.55 ~1.74 2168.93 3.83
cis-Rh(CO),(Pyridine)Cl /Rh\
32
[32] oC N.: 2005 1983.67 -1.06 2091.77 4.33
Q o
P, Cl
i A4
trans-RN(CO)CIPPhs), & s ja) 1965 196409  -0.05  2037.99 371
33
[33] oc” ©\/p\©
ocC Cl
Rh/ 2088 2066.26 ~1.04 2147.93 2.87
Cis-Rh(CO),(DMBAYCT N\ | _Q
[32] oc N
| 2004 1983.92 ~1.00 2067.17 3.15
_ NI 2096 2060.37  -1.70 2147.7 247
cis-Rh(CO),(PEt,Ph)CI R(
[32] oc/ \P—Q
) 2009 1988.11 ~1.04 2068.04 2.94
cis- °°\Rh ¢ 2090 2069.95 -0.96 2151.28 2.93
Rh(CO),(PhCH,CN)Cl o N,
[32] 2038 2001.77 -1.78 2083.23 2.22
OoC Cl
cis-Rh(CO)(ELNICI \Rh/ 2090 2037.96 -2.49 2140.89 2.43
1S- 20El3
32 7NN
[32] oc N
( 2002 1967.37 ~1.73 2067.28 3.26
] e o 2090 2071.54 -0.88 2152.83 3.01
cis-Rh(CO),(CHCN)CI N/
[32] /Rh\
o “n=c— 2020 2002.26 -0.88 2083.81 3.16
_ RN 2094 206339  -1.46 215151 2.75
cis-Rh(CO),(PMe,Ph)CI /Rh\@
34
[34] oc” R 2003 1987.41 -0.78 2066.57 3.17
PEts
HRh(CO)(PEts); [35] EteP—th’\ 1952 1970.29 0.94 2020.49 351
PEt,
cOo
Qo
P. OH
trans- ©/ \Rh/
Rh(CO)([(;EI;]D(PPhg)z o’ @\/Pé 1948 1965.54 0.90 2050.52 5.26
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Table 1. (Continuation)

1 2 3 4 5 6 7
FsC
OC\ CF,
Rh(CzF“H[),o,(g]O)(PPm)Z QA 1995 197514  -1.00 205473 2.99
P P,
o ©
FaC\C)\P/@CFBCI
- N
Ehp(cé').ﬂcﬁ)(?é% & o 1985 1974.2 054 2049.34 3.24
3\%v6114)3)2 oc P!
F3C©/ \QCF
ocC Cl
cis-Rh(CO)(PPh)Cl Ny 2093 2061.82 149  2149.03 2.68
- 2 3
[32] o’ -0
é) 2009 1987.26  -1.08  2068.04 2.94
L 2005 2015.03 0.50 2101.14 4.80
Rh(C,F4H)(CO)2(PPhs), [ s
[36] OC—Rh\\\
| Nper, 1958 1963.6 0.29 2047.14 4.55
CcO
oC Cl
(COBPPRMEC] o 2092 2062.68 ~1.40 2150.73 2.81
cis-R »(PPh,Me |
[32] oc/ \P—@
é 2008 1985.5 112 2064.73 2.83
OC\R/CI 2084 2059.62 -1.17 2138.03 2.59
(PhP)ORN(CO).CI [32] ./ \O_Ef 5
& 2007 1988.04  -0.85 207021 3.25
oC
_ N
cs 'Rh(Ph[é(GC]O)(PPhQZ QAN P 1978 195464 118  2033.98 2.83
P
& ©
oC /CI
C'S'Rh(c%(]:'(PPHS)Z Q_M » 2010 200827 009  2089.84 397
P
o ®
Rh(CON(PPho(S } 1975 1947.47  -139  2026.93 2.63
2 3)2(oN | e
CH 39 (C4HolP—RNY
(CH)s) [39] N 1930 191922 056  1993.34 3.28
HRhCO(P(n-Butyl —-
(P(n-Butyl)s)s | PP 1960 1966.06 0.31 2016.4 2.88
[35] OC——Rh,
co PPh;
trans-
RR(CO)CIPMePR), 2
[34] N 1964 1960.4 018  2092.26 6.53
OC/d\P\/\
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Table 1. (Continuation)

1 2 3 4 5 6 7
CHF,
F2C PPhs
Rh(C,F4H)(CO)(SO,)(P R 2055 2008.67 -2.25 2096.07 2.00
Phs), [36] 2
¢o PPh;
trans-Rh(CO)CIP(-  ~ "\ 1040 197767 194  2059.15 6.14
CsHy)3)2 [35] N ' ' ' '
X0
HRh(CO[é%F;thMek @—T—jﬁ\b/ 1968 201585 243 206647 500
co ép\@
>CH2 1990 197679 066  2060.47 3.54
Rh(COEL)(CO),(PPh o7 PP
( )[(36] )2(PPhs), OC_th\\\\
. 1943 192852 075  2008.32 3.36
co 3
oC Cl
_ _ N 2086 204294 206 215556 3.33
cis-Rh(CO),(iso- RH
CaH/NH,)CI [30 \
sHNH)CI[30] oc”  H;N~CH 2030 19712 290  2079.02 2.41
- i- P)\
trans gﬁ%?)(gg'])(':(' <\ 1920 194459 128 202848 565
3117)3)2 OC/ \P)\
Y
Rh(CO)Diphos)Cl [32] &\ (O 2010 200484 026 208962 3.96
o O
QL
trans-Rh(CO)I(PPhs), & o 1982 199059 043 207163 4.5
[35] o N\
h(COPICOL P O=C/© 1980 197721  -014 20623 4.16
2 3)2 PPN
[36] oc—th\\\\\
| oo, 1945 19268  -0.94  200.68 333
N 2050 205235 ~ -0.32  2170.82 5.43
Cis-RN(CO),(CsHisNO) R
CI[30] OC/\n,\>NN
I 1994 198179  —061  2090.84 4.86
HRN(CO)(PPy); [35]  mmp—rty 2035 201154  -115 206354 1.40

co PPhy
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Table 1. (Continuation)

1 2 3 4 5 6 7
o 1
HRh(CO)(PPhEL,)s [35] j—R\ﬁ\P/_ 1970 197301 015  2026.18 2,85
CcOo
J

The correlation between the experimental set
of data and the two calculated sets of data was es-
timated and the fitting to a linear function shows a
slope close to 6/8 for the BP86 values and a slope

of 7/8 for the B3LYP values (Figure 3). This con-
firms the slightly better linear correlation of
B3LYP to experiment in comparison with BP86
which was also observed in other studies [40].

+ +
= 2160 - VI
£
S,
8 2110 A y=0,87x+ 337,10
=
g
£ 2060 -
I
° +
=0,77x + 454
£ 2010 1 — .Y 0.77x + 454,66
S + R =0,87
K=
+
S 1960 1
2 +
© ++
2 1910 u . , |
> 1910 1960 2010 2060

Experimental Fundamentals [cm]

Figure 3. Comparison of experimental CO stretching frequencies for 45 Rh(l) complexes and computed
with BP86/def2-TZVP (blue) and B3LYP/def2-TZVP (red) ones.

Using the experimental and calculated values
from Table 1, vibrational frequency scaling factors
for the both of the DFT methods were determined
by minimizing the sum of the square of the errors
(Equation (1)):

Avib=¥; (A(CO)w;(CO) —v;(CON?, (1)
where w;(CO) is the i-th calculated CO harmonic
stretching frequency on the respective level of theo-
ry, whereas v;(CO) is the corresponding experi-

mental fundamental carbonyl stretching frequency.
The frequencies are given in cm ™. The minimized

residual for each analysed frequency was calculated
as:

Amin= (A(CO)w;(CO) —v;(CO)?*  (2)

A(CO) is the scaling factor for carbonyl frequencies
given by:

2 wi(CO)v;(CO)

L L 3

Y (w;(CO))? @)

Vibrational scaling factors of 1.0074 and
0.9662 were obtained for BP86/def2-TZVP and
B3LYP/def2-TZVP, respectively. The results are
summarized in Table 2.

A(CO) =

Table 2. Frequency scaling factors derived for CO stretching vibrations and corresponding RMSE values

RMSE before scaling/cm™

RMSE after scaling/cm™

Method Scale factor
BP86/def2-TZVP 1.0074
B3LYP/def2-TZVP 0.9662

24.03
72.99

18.85
18.80
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The root mean squared error (RMSE) for
both of the methods is calculated as a single meas-
ure of accuracy according to Equation (4). The
values for the RMSE before and after scaling are
presented along with the scaling factors in Table 2.

RMSE = (2111 Amin/nall)l/2 (4)

where n is the number of all analysed frequencies.

Before scaling, BP86 shows RMSE of 24 cm™
which is three times smaller than the RMSE for
B3LYP (73 cm). After the scaling, a RMSE of
18.8 cm* was obtained for both methods.

Our scaling factors are in line with those
from Assefa et al. of 1.012 and 0.968 for
BP86/def2-TZVP and B3LYP/def2-TZVP, respec-
tively. These scaling factors were derived for dif-
ferent transition metal homoleptic carbonyl com-
plexes but not for Rh complexes [16].

To better illustrate the effect of the scaling,
the distribution of the deviations from experiment
before and after scaling is shown in Figure 4. It can
be seen that the unscaled B3LYP values are signifi-
cantly dispersed around the experimental values
(more than one third of the B3LYP errors are larger

than 70 cm™) and using unscaled B3LYP frequen-
cies can lead to possible difficulties in the interpre-
tation or to misinterpretation of the experimental
spectra. On the other hand, BP86 frequencies can
even be used without scaling considering that they
only might be slightly lower than the experimental
ones. After scaling, both methods are equally good
in reproducing the experimental CO frequencies.
Kershawani et al. were the first to derive a
vibrational scaling factor for the Weigend-Ahlrichs
basis sets for a benchmark set of small organic
molecules [41]. Amongst others, they investigated
the convergence of accuracy of calculated vibra-
tional frequencies with basis set size. They obtained
a RMSE for the BP86 exchange-correlation func-
tional after scaling using SVP (38 cm™), def2-
TZVP (26 cm™), def2-TZVPD (25 cm™), def2-
TZVPP (24 cm™) to an extrapolated basis set limit
CBSB7 (30 cm™). For B3LYP, the RMSEs were
SVP (39 cm™), def2-TZVP (27 cm™Y), def2-TZVPD
(27 cm™), def2-TZVPP (26 cm™) and CBSB7 (30
cm ™). This demonstrates the appropriateness of the
def2-TZVP basis set for calculation vibrational
frequencies. A larger basis set does not necessarily
improve the accuracy of calculated frequencies.

30
25 H
20 A m
5 : m BPS6
3 15 A :
© mB3LYP
10 3 BP86_scaled
B3LYP_scaled

Deviation from Experiment [cm]

Figure 4. Histogram of CO stretching frequency differences between computed harmonics and observed fundamentals
for unscaled and scaled BP86/def2-TZVP (blue) and B3LYP/def2-TZVP (red) level of theory.
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One of the major concerns with quantum
chemically calculated vibrational frequencies is the
use of the rigid rotor harmonic oscillator (RRHO)
approximation. For small molecules, the calculation
of accurate anharmonic force fields is a practical
option, see for example [42], but this becomes not
feasible for larger molecules. For Ni(CO),, for ex-
ample, the estimated anharmonicity constants from
isotope experiments are between -3 and —11 cm™*
[43] and would bring calculated frequencies in even
closer agreement with experiments. The use of a
simple vibrational scaling factor aims to correct for
(i) inherent deficiencies of the electronic structure
methods, and (ii) the potential energy surface to be
not harmonic.

In order to illustrate the usefulness of vibra-
tional scaling factors on practical examples, we
have chosen two Rh(l) catalyst complexes to assign
experimental IR spectra.

H

3 |
< "Rh——cO

4

P
co

1900

1950

2000 2050 2100

HRh(BiPhePhos)(CO), is a saturated 18-
electron species with a trigonal bipyramidal structure
and is supposed to give rise to a 3 bands pattern in the
carbonyl stretching region. HRh(BiPhePhos)(CO), is
the "resting state" or "pre-catalyst” prior to hydro-
formlylation of long chain olefins. The “resting state”
is activated by dissociation of one of the CO ligands.
The bidentate phosphite ligand can coordinate around
the Rh central atom in two different ways: the two
phosphorous atoms may occupy two equatorial (e,e)
positions or one equatorial and one axial (e,a). The
equatorial-equatorial positioning can be discriminated
from the equatorial-axial one according to the pattern
in the carbonyl region originating from the two car-
bonyl groups and the hydride in the complex as
shown in Figure 5. The comparison of both calculated
spectra to the experimental one (compare Figures 5
and 6) led to successful assignment of the structure to
the e,e configuration.

1900

1950

2000 2050 2100

Figure 5. Two isomeric forms of a hydrido-dicarbonyl complex containing a bidentate ligand (HRh(BPP)(CO),) and their
respective calculated IR spectra. Left: equatorial-equatorial (e,e) positioning. Right: equatorial-axial (e,a) positioning.
Values are given incm ™.

HRh(BPP)(CO),

BP&6/def2-TZVP

B3LYP/def2-TZVP

1900 1950 2000 2050 2100

Figure 6. Comparison of the experimental spectrum of
HRh(BPP)(CO).,e,e and the spectra predicted by two DFT

functionals using the vibrational scaling factors derived in
this study. Values are given in cm ™.

Figure 6 shows the experimental spectrum of
this complex compared to the DFT calculated spec-
tra for the e,e isomer. The weak absorption at 1993
cm* and the shoulder at 2033 cm™ were assigned
to a small moiety of the e,a isomer present in the
mixture in the original work [44]. The weak ab-
sorption below 2000 cm™ is commonly identified
as Rh—H stretch. Nevertheless, such a band was not
assigned in the original study. By means of first
principles, we can thus reliably assign the vibra-
tional peak. All three bands seen in the calculated
spectra originate from coupling of the two Rh—-CO
and one Rh—H vibrational modes.

The calculated spectra are in good agreement
with the experimental spectrum for both of the
functionals in terms of peak positioning and, addi-
tionally, correctly reproduce the relative absorption
intensities with the lower frequency band to be
more intense. The exact position of the bands and
the deviations from experiment are summarized in
Table 3. The absolute deviation of 0.6 % (taken as
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arithmetic mean for both of the bands) for the un-
scaled values reduces to 0.2 % for BP86 and the
deviation of 2.8 % for B3LYP reduces to 0.6 %.

Scaling CO stretches by uniform scaling pa-
rameters (applicable to the entire IR range) can lead to
even larger deviations instead of correcting them. In
this example, applying the global scaling factors of
1.0337 and 1.0044 for BP86/def2-TZVP and
B3LYP/def2-TZVP respectively, derived by Keshar-
wani et al. [12] will blueshift both BP86 and B3LYP
frequencies (Table 3). For BP86 it will be too high
blueshifted than necessary (increase of the absolute
deviation from 0.6 to 2.8 %) and for B3LYP no
blueshifting is needed in the first place, but redshifting
(increase of the absolute error from 2.8 to 3.3 %). This
can be misleading for organometallic chemists who
rely on the carbonyl spectral range in identifying car-
bonyl containing intermediates.

We bring a further example, HRh(SX)(CO)..
The electron richer SulfoXantPhos (SX) ligand has

the effect of weakening the C=0 bond and redshift-
ing its frequencies in comparison to its analogue
BiPhePhos. The experimental [45] and the calculat-
ed frequencies for the e,e isomer of HRh(SX)(CO),
are given in Table 3. The higher vibration at 2032
cm™ is one of the rare examples where BP86 yields
a higher value than the experimental. Thus, scaling
this frequency increases the deviation from experi-
ment. This vibration originates from a coupled
stretching motion of the axial hydride and axial
carbonyl ligand. Given that the experiment was
performed at a high pressure of CO and H, (HP-
IR), we suggest that this vibration is most sensitive
to increase in pressure. At high pressure, the Rh-H
bond decreases in distance, the metal becomes
more electron rich and this leads to a lower than
expected C=0 vibration. Nevertheless, the low
frequency after scaling deviates only 1 cm™ from
the experimental value.

Table 3. Experimental and calculated CO frequencies and their absolute deviations for HRh(BPP)(CO), and
HRh(SX)(CO),. 3" and 6" column — raw calculated frequencies; 4™ and 7" column — scaled by the scale factors (sf)
derived in this study; 5" and 8" column — scaled by a uniform scale factors.

BP86 B3LYP
Exp BPS6 BP86 sc_aled by B3LYP B3LYP sc_aled by
scaled uniform sf scaled uniform sf
[12] [12]
HRh(BPP)(CO), [37]
v(CO) [cm ] 2071 2063 2078 2133 2129 2057 2138
2015 1999 2013 2066 2073 2003 2082
Av(CO) [em ] 8 7 62 58 14 67
16 2 51 58 12 67
[HRh(SX)(CO),]* [38]
v(CO) [cm 1] 2032 2041 2056 2109 2102 2031 2111
1967 1951 1966 2017 2011 1943 2020
Av(CO) [em ] 9 24 77 70 1 79
16 1 50 44 24 53

CONCLUSIONS

We derived vibrational scaling factors from a
data set of 45 Rh(l) carbonyl complexes. Two rep-
resentative DFT functionals (BP86 and B3LYP)
were used. For reliable interpretation of experi-
mental IR spectra, scaling of the frequencies by the
here presented scale parameters for both of the
methods is necessary. Global scaling factors found
in literature are not recommended to be used for
CO stretches in transition metal carbonyl complex-
es. If necessary, at least scaling factors for high
frequencies should be employed. Comparing the
computational times of both of the methods, BP86

is shown to be much more attractive requiring
much less computational time and providing better
accuracy without and same accuracy after scaling.
As shown before [16] the scaling factors vary insig-
nificantly with the basis set, which makes our de-
rived scale factors also applicable to other basis sets.
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BUBPAIITMUOHU CKAJIMPAYKUN ®AKTOPHU 3A Rh(l) KAPBOHUJIHU COEJUHEHUJA

BO XOMOTI'EHATA KATAJIM3A

Emilija Kohls’, Matthias Stein

Max Planck Institute for Dynamics of Complex Technical Systems,
Molecular Simulations and Design Group, Magdeburg, Germany

Mertan KapOOHMJIHHTE KOMIUIEKCH CE€ BaXXHO CEMEJCTBO Ha KaTaJM3aTOPH BO XOMOTCHUTE WHIyCTPUCKH
npouecH. HUBHUTE KapaKTepUCTUYHM BHOPALIMOHU (DPEKBEHIIMH OBO3MOXKYBAaT iN Situ cieneme Ha KaTaIUTHYKHOT
nporpec. CTPYKTYpHOTO acWUTHHpame Ha HHTEPMEIMEPU € YEeCTO OTEKHATO IOpagu HEJOCTHI Ha pedepeHTH
coenuHenuja. [Ipecmerkute Ab iniCio Ha kapOOHUIHUTE BHOpaLMOHM (PEKBEHLMH HyIAT aNTepHATHBHA anaTKa 3a
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uneHTnUKalMja Ha peakTUBHU MHTepMeauepy. Ckanupadku (GakTopu 3a KOMIYTEpCKH NMPEeCMETaHW KapOOHMIHH
BAICHTHH (QpEeKBeHIMH Oea H3BENECHUM OJ ceT onx 45 KapOOHMJIHM KOMIUIEKCH Ha POJUYM KOPHUCTEjKH TH
¢yakunonamure BP86 m B3LYP. CucremarnynoTro ckanmpame Ha npecmeranure C=0 (pexkBEeHIHN OBO3MOXKH
BEPOJOCTOjHO TpEABHAYBalE€ M aCHTHHpame Ha ekcrepuMeHTamHuTe BpenHoctd Ha V(CO). OBme BUOpannoHn
CKaJIMpadyku (haKTOPH MOXKaT Ja IMOCHIYXaT 3a MACHTU(HKAIMja Ha PEaKUMOHH HWHTEPMEIHEPH BO HHIYCTPUCKU
peneBaHTHATA peakidja Ha XuApopopMIUIayja KaTadu3upaHa cO pOIMYMOBH KOMIUIEKCH. AIICONyTHATa JEBHjaIija
noMmery MpecMeTaHHTe U SKCIEPHMEHTAIHUTE CHEKTpU Oellle 3HAYMTEeNTHO HAMaJeHa M eKCIEPUMEHTAIHH CIIEKTPH
0ea yCIeIHO aCHTHUPaHH.

Kayuynu 300poBu: wuH(panpBeHa CIEKTPOCKONHja; BHOPAIMOHM CKaJIMpadku (aKkTOpH; KapOOHWIHU
KOMIUIEKCH Ha POAMYM; XUApo(hOopMmIanyja; Teoprja Ha GpyHkunonan ox rycruna (JADdT)
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THE EFFECT OF SODIUM DODECYL SULPHATE ON THE FORCED HYDROLYSIS
of FeCl; SOLUTIONS®

Mira Risti¢'’, Jasenka §tajd0har1, Ivana Opaéakz, Svetozar Musié¢*

'Ruder Boskovi¢ Institute, Zagreb, Croatia
“Faculty of Science, University of Split, Croatia
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Precipitations by the forced hydrolysis of 0.2 M FeCl; aqueous solutions between 2 and 72 hours in the pres-
ence of 1% sodium dodecyl sulphate (SDS) were investigated. In the absence of SDS a direct phase transformation
B-FeOOH — a-Fe,0; via dissolution/recrystallization occured in the precipitation system. In the presence of SDS, -
FeOOH as an intermediate phase precipitated and, with a prolonged time of forced hydrolysis, also transformed to a-
Fe,O3 via the dissolution/recrystallization mechanism. On the basis of Mdssbauer spectra it was concluded that in the
presence of SDS, a-Fe,O; phase possessed a lower degree of crystallinity. In this precipitation process the competi-
tion between the stability of Fe(lll)-dodecyl sulphate, on one side, and the formation of iron oxide phases, on the oth-
er, also played an important role. FE SEM revealed that the big a-Fe,O; particles possessed the substructure. The
elongation of primary a-Fe,O5 particles produced in the presence of SDS was noticed. This effect can be assigned to
the preferential adsorption of dodecyl sulphate groups on nuclei and crystallites of FeOOH and a-Fe,O3 phase during
the forced hydrolysis of FeCl; solutions.

Key words: FeCls hydrolysis; sodium dodecyl sulphate; a-Fe,O3; Mdssbauer; FT-IR; XRD; FE SEM

INTRODUCTION

Hematite (o-Fe,0s) particles have found dif-
ferent applications as pigments, photocatalysts, elec-
trode materials, fine abrasives or cosmetic additives.
a-Fe,0; can also be used as an adsorbent for toxic
elements or radioisotopes in wastewater treatment.
In surface and colloid chemistry these particles are
often used as model systems due to their excellent
acido-basic surface properties. The investigation of
colloid stability of o-Fe,O5 particles is important for
understanding the nature of this phenomenon.

The simplest way to produce a-Fe,O3 parti-
cles is by forced hydrolysis in a boiling 0.01 M
FeCl; solution [1], whereas at temperatures below
70 °C akaganéite (B-FeOOH) particles (spindle- or
cigar-shaped) will precipitate. The synthesis and
characterization of 3-FeOOH and its decomposition
products in vacuum were investigated [2]. Musi¢ et

al. [3] used Mdossbauer spectroscopy to investigate
the hydrolysis of 0.1 M solutions of Fe(NOs)s, FeCls,
Fe,(S04)s or NH4Fe(SO,), at 90 °C. A proposal was
made concerning the mechanism of formation of the
oxides and hydroxides of Fe** ions in these precipi-
tation systems. It is generally accepted that the phase
transformation B-FeOOH — a-Fe,05 in hydrolysing
FeCl; solutions at elevated temperature is operated
by a dissolution/recrystallization mechanism [4-6].
The application of Mdssbauer spectroscopy in inves-
tigating the precipitation of iron oxides has recently
been reviewed by Music¢ et al. [7].

The nano/microstructure of a-Fe,O; plays a
very important role in many applications of this
iron oxide. For this reason many researchers inves-
tigated the conditions for the preparation of a-
Fe,O; with different properties. Katsuki and Ko-
marneni [8] used the forced hydrolysis of the FeCl;
solution under hydrothermal conditions to investi-
gate the influence of morphology on the colour of

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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the red pigment (a-Fe,O3) for porcelain. Sugimoto
et al. [9] noticed remarkably different effects of CI,
OH", SO,* or PO,> anions on the shape and inter-
nal structure of a-Fe,O3 particles. Hollow o-Fe,O3
spheres were produced by the forced hydrolysis of
the FeCl; solution containing H3PW3,04 [10].
Mesoporous a-Fe,O; particles were produced by
the forced hydrolysis of the FeCl; solution contain-
ing L-phenylalanine and N-(3-di methylami-
noethylaminopropyl)-N-ethylcarbodiimide  hydro-
chloride [11]. Kandori et al. [12] also investigated
the effect of surfactants on the precipitation of col-
loidal particles by the forced hydrolysis of the
FeCl;-HCI solution. The hydrothermal transfor-
mation B-FeOOH — a-Fe,Oz in dense aqueous
suspensions, prepared by a partial neutralization of
the concentrated FeCl; solution with the concen-
trated NaOH solution, was investigated by Zic et al.
[13]. Zic et al. [14] also investigated the precipita-
tion of a-Fe,0; from dense B-FeOOH suspensions
with ammonium amidosulphonate added. The pea-
nut-type a-Fe,O3 particles, as well as particles in
the form of double cupolas interconnected with the
neck were obtained. These particles showed the
substructure. Double cupolas were porous and con-
sisted of linear chains of small a-Fe,O3; particles
(also interconnected) which were directed from the
centre toward the surface of cupolas.

The aim of the present work was to obtain
more data about the influence of sodium dodecyl
sulphate on the crystallization kinetics, phase trans-
formations and particle morphology in the precipi-
tates formed by the forced hydrolysis of agueous
FeCl; solutions. This work is a continuation of our
longtime investigations in the precipitation chemis-
try of iron oxides (group name for hydroxides, ox-
yhydroxides and oxides). In many cases the phase
analyses of solid hydrolytical products of iron ions
are a demanding task, specifically if iron oxide
phases vary from amorphous to a well-crystalline
nature. For this reason three complementary tech-

niques, °'Fe Mdssbauer, FT-IR and XRD were used
in the phase analysis. Generally, it is known that
surface active agents act very differently on the
precipitation processes in dependence on their
characteristics (polar, nonpolar, chemical nature of
the organic chain, pH).

EXPERIMENTAL
Sample preparation

AnalaR grade FeCl;-6H,O was supplied by
Kemika. Sodium dodecyl sulphate (SDS) was sup-
plied by Sigma Aldrich (Cat. No.: 151-21-3; ACS
grade reagent). Twice distilled water was prepared
in own laboratory and used in all experiments. The
stock solution 2M FeCl; was prepared. The concen-
tration of 0.2M FeCl; was adjusted in all precipita-
tion systems. The experimental conditions for the
preparation of samples are given in Table 1. The
yellowish precipitate was formed by adding FeCl;
solution into clear aqueous solution of SDS thus
indicating the formation of Fe(lll)-dodecyl sul-
phate. Thus obtained suspension was homogenized
in ultrasound bath. The precipitation systems were
autoclaved at 160 °C using a Teflon"-lined, non-
stirred pressure vessel manufactured by Parr In-
struments (model 4744). The autoclaves were heat-
ed between 2 and 72 h in a DX 300 gravity oven
(Yamato; temperature uniformity +1.9 °C at 100 °C
and +3 °C at 200 °C). The autoclaving times were
corrected for the time needed that the autoclave
reaches the predetermined temperature. After a
proper autoclaving time the autoclaves were abrupt-
ly cooled with cold water. The mother liquor was
separated from the precipitate with the ultra-speed
centrifuge (Sorvall model Super T21). The separat-
ed precipitates were subsequently washed with
twice-distilled water and one time with C,HsOH,
then dried.

Table 1. Experimental conditions for forced hydrolysis of 0.2 M FeCl; solution containing SDS

Sample 2M FeClz / ml SDS/ g H,O / ml T/°C Time of ageing
R1 4 36 160 2h
R2 4 36 160 6h
R3 4 36 160 24 h
R4 4 36 160 72h
S1 4 0.4 36 160 2h
S2 4 0.4 36 160 6h
S3 4 0.4 36 160 24 h
S4 4 0.4 36 160 72h

SDS = sodium dodecy! sulphate; h = hour
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Instrumentation

*'Fe Mdssbauer spectra were recorded at 20
°C in the transmission mode using a standard config-
uration by WissEl GmbH (Starnberg, Germany). The
*'Co/Rh Mdssbauer source was used. The velocity
scale and Mdossbauer parameters refer to the metallic
a-Fe source at 20 °C. Deconvolution of Mdssbauer
spectra was made using the MossWin program.

FT-IR spectra were recorded at RT with a
Perkin-Elmer spectrometer (model 2000). The
powders were mixed with KBr, then pressed into
tablets using the Carver press.

XRD patterns were recorded with an APD
2000 powder diffractometer manufactured by Ital-
Structures (GNR Analytical Instruments Group,
Italy).

The samples were also inspected with a
thermal field emission scanning electron micro-
scope (FE SEM, model JSM-7000F) manufactured
by Joel Ltd.

RESULTS AND DISCUSSION

The Mdssbauer spectra of reference samples
R1 to R4 as well as S1 to S4 produced in the pres-
ence of SDS surfactant are shown in Figures 1 and
2. The Mossbauer spectrum of sample R1 shows
the superposition of two doublets with quadrupole
splittings A; = 0.55 and A, = 0.99 mm s*. The pa-

rameters of this spectrum can be assigned to -
FeOOH (Table 2). The spectra of samples R2, R3
and R4 are characterized by one sextet with param-
eters corresponding to a-Fe,Os. The increase in
hyperfine magnetic field (HMF) from 51.2 to 51.5
T with the autoclaving time prolonged from 6 and
72 h can be related to crystalline ordering in o-
Fe,Os. Upon 2 h forced hydrolysis of the 0.2 M
FeCl; solution containing SDS surfactant (sample
S1) a central quadrupole doublet was recorded.
This spectrum was fitted for one average doublet
with A = 0.79 mm s and can be assigned to B-
FeOOH. The effect of SDS added to the phase
composition of a solid hydrolytical product is well
visible in the spectrum of sample S2. This spectrum
was fitted as a superposition of the central quadru-
pole doublet and two sextets. The central quadru-
pole doublet (A = 0.75 mm s™) can be assigned to
B-FeOOH (39 %), whereas two sextets with
HMFqyerage = 48.5T (~ 56 %) and HMF = 37.4 T (5
%) can be assigned to a-Fe,03; and a-FeOOH (goe-
thite), respectively. The spectrum of sample S3
showed two sextets, one corresponding to a-Fe,0s
(HMFyerage = 49.8 T) and the other of small relative
intensity due to the presence of a small amount of
o-FeOOH (outer peaks in the spectrum denoted
with arrows). Sample S4 showed only the presence
of the a-Fe,03 phase characterized by HMFyerage =
50.7T.

Table 2. *'Fe Mossbauer parameters for samples R1 to R4 and S1 to S4

Sample Line  &/mms* AorE,/mms* HMF/T r/mms* A/% Identification

R1 1 0.38 0.55 0.30 57

82 0.37 0.99 0.33 43 B-FeOOH
R2 M 0.37 ~0.21 51.2 0.34 100 a-Fe,04
R3 M 0.36 -0.21 51.5 0.29 100 a-Fe,0;
R4 M 0.37 ~-0.21 51.5 0.34 100 a-Fe,0;
s1 Q 0.38 0.79 0.23 100 B-FeOOH
S2 Q" 0.38 0.75 0.54 39 B-FeOOH

M1 0.37 ~0.26 37.4 0.97 5 a-FeOOH

M2 0.37 ~0.20 48.5 0.31 56 a-Fe,0;
S3 M 0.37 -0.21 49.8 0.27 100 a-Fe,05
S4 M 0.37 ~0.21 50.7 0.25 100 a-Fe,04

All data are given relative to a-Fe standard.

Key: 8= isomer shift; 4 or Eq = quadrupole splitting; HMF = hyperfine magnetic field;

"= line width; A = area under the peaks

Errors: 6=+0,00mms ™ AorEq=+0,01 mms™*, HMF=+02T

“Average quadrupole doublet

“*Sample S3 also contains small amount of a-FeOOH, as denoted with arrows in Figure 2
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Figure 1. *’Fe Mossbauer spectra of reference samples R1 to R4 produced
by forced hydrolysis of 0.2 M FeCl; solution in the presence of 1% SDS.

S3

Count rate / a.u.

S4

-10 0 10 -10 0 10
Velocity / mm s

Figure 2. *’Fe Mossbauer spectra of samples S1 to S4 produced
by forced hydrolysis of 0.2 M FeClj; solution in the presence of 1 % SDS.

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 38 (1), 57-67 (2017)



The effect of sodium dodecyl sulphate on the forced hydrolysis of FeCl; solutions 61

The Mdssbauer spectra of samples S1 and S2
were recorded at extended velocity scale and for
this reason the central quadrupole splitting subspec-
trum was fitted for one average spectrum which is
assigned to B-FeOOH. The presence of 3-FeOOH
phase in samples S1 and S2 is confirmed with XRD
as shown in Figure 3. The HMF values of a-Fe,O3

calculated for samples S2 to S4 increased from 48.5
to 50.7 T, which are lower values than those corre-
sponding to a-Fe,O; for reference samples R2 to
R4. Evidently, this effect can be assigned to the
presence of SDS. The XRD patterns of R and S
samples are given in Figure 3.

R1

Relative intensity

20 30 40 60

70 20

20/°

30
(CuKo)

40

Figure 3. XRD patterns of reference samples R1, R2, R4 and samples S1, S2 and S4 produced
in the presence of 1% SDS (A=Akagen€ite; G=Goethite; H=Hematite).
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The sharpness of XRD lines of sample R1
(Figure 3) is increased in relation to sample S1 and
this can be related to better crystallinity or an in-
creased crystallite size of B-FeOOH precipitated in
the absence of SDS. However, sample S1 as well as
S2 showed a higher relative intensity of the diffrac-
tion line 211 in relation to line 310, which could be
related to the preferential adsorption of dodecyl
sulphate groups on the selected crystallographic
plane of B-FeOOH. The XRD pattern of sample S2
showed a small relative intensity XRD line 110
(denoted as G) due to the presence of a small
amount of goethite, and this is in line with corre-

sponding Maossbauer spectrum.

Figure 4 shows the FT-IR spectra of refer-
ence samples R1 to R4 and samples S1 to S4 pre-
pared in the presence of SDS. The FT-IR spectra of
samples R1 and S1 can be assigned to 3-FeOOH.
Sample R1 shows an IR band centred at 848 cm™,
two shoulders at 700 and 640 cm™* and two shoul-
ders at 498 and 425 cm ™. Sample S1 shows an IR
band at 425 cm™* with a shoulder at 491 cm™. Ac-
cording to earlier work [15] the band at 848 cm™
and the shoulder at 700 cm™ can be assigned to the
deformation vibration of OH groups, whereas the
intense shoulder at 640 cm™ can be related to the
interaction of Fe-OH groups with CI" ions. General-
ly, B-FeOOH possesses a hollandite-type crystal
structure and the structural channels in p-FeOOH
produced from the FeCl; solution contain water and
a small amount of Cl ions [16]. These CI  ions (less
than ~ 2 %) in structural channels stabilize the
crystal lattice of B-FeOOH and cannot be removed
by simple washing. Weckler and Lutz [17] dis-
cussed two sets of vibrations at 847 and 820 cm ™,
and also those at 697 and 644 cm ™ in terms of two
O-H...CI hydrogen bonds present in 3-FeOOH. The
IR spectrum of B-FeOOH was also the subject of
discussion by Murad and Bishop [18]. The FT-IR
spectra of samples R2 to R4 can be assigned to a-
Fe,0; Wang et al. [19] tabulated optical parameters
for bulk o-Fe,O3 and investigated the influence of
the geometrical shape of a-Fe,O3 particles on the
corresponding FT-IR spectrum. Generally, the IR
spectrum of a-Fe,0O; shows six active vibrations,
two Ay (E||C) and four E, (E_LC). The effect of
SDS is clearly visible in the spectra of samples S2
to S3. In the FT-IR spectrum of sample S2 the IR
bands at 850, 697 and 640 cm™® are due to
B-FeOOH and the IR bands at 574, 537 and 482
cm * are due to a-Fe,0;. Two IR bands at 895 and
796 cm ! are typical of a-FeOOH and are assigned
to the Fe-O-H bending vibration (804 and yon , re-

spectively) [20]. The FT-IR spectrum of sample S3
shows only the presence of a-Fe,O; and a small
fraction of a-FeOOH, whereas the FT-IR spectrum
of sample S4 can be assigned to a-Fe,Os as a single
phase. In the FT-IR spectra of samples produced in
the presence of SDS additional bands are also no-
ticed. For example, in the spectrum of sample S3
four IR bands at 1206, 1126, 1036 and 977 cm " are
well visible. These IR bands can be related to the
sulphate group. The v3(SO,) fundamental vibration
is split into 3 active IR bands due to the formation
of a surface bidentate bridging complex between
the sulphate group and surface iron atoms [21]. The
presence of an IR band at 977 cm™ is due to the
v1(SO,) vibration. It is generally known that the
specific adsorption of oxyanions reaches its maxi-
mum at acidic pH values and decreases with an in-
crease in pH values.
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& 06 1036 oo 5q7 482
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1206 1126 1036
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1251 1126
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1400 1200 1000 800 600 400

Wavenumber / cm”™

Figure 4. FT-IR spectra of reference samples R1 to R4
and samples S1 to S4.

Ocana et al. [22] precipitated spindle-shaped
o-Fe,03 particles by the forced hydrolysis of the
Fe(ClO,); solution at 100 °C. The phosphate anions
that could not be washed out were responsible for
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the formation of these particles morphology. The
adsorbed phosphates were visible in the IR spec-
trum as evidence, with several peaks between 1036
and 934 cm™.

Mossbauer, XRD and FT-IR measurements
showed a direct phase transformation 3-FeOOH —
a-Fe,Os in reference samples (R) produced by the
forced hydrolysis of the 0.2 M FeCl; solution. In
the presence of SDS (samples S1 to S4) the kinetics
of this phase transformation is retarded and in sam-
ples S2 and S3 produced between 6 and 24 hours of
forced hydrolysis a small fraction of an intermedi-
ate phase o-FeOOH is detected. Kandori et al. [12]
assigned the formation of a-FeOOH phase due to
SDS addition in FeCl;-HCI hydrolysing solutions
(HCI concentration was fixed; log (HCI) = — 2.50).
Musi¢ et al. [23] investigated the effect of HCI ad-
ditions on forced hydrolysis of FeCl; solutions.
These authors found that under the certain condi-
tions the forced hydrolysis of FeCl; solution con-
taining only HCI additions may also produce o-
FeOOH phase. Wang et al. [24] investigated the
precipitation of a-Fe,O3 nanoparticles by the forced
hydrolysis of FeCl; solutions with no additive pres-
ence. In dependence on the experimental conditions
primary nanoparticles showed different morpholo-
gies. It was also reported that beside the -FeOOH
— a-Fe,O3 phase transformation there was also a
direct phase transformation of the amorphous frac-
tion into a-Fe,0;.

In the present work, the addition of SDS to
the precipitation system caused the formation of a
small fraction of o-FeOOH as an intermediate
phase, and between 6 and 72 h of autoclaving the
HMF value of a-Fe,O5 varied from 48.5 to 50.7 T.
These values of HMF are significantly decreased in
relation to 51.75 T measured for well-crystalline .-
Fe,O3, as reported by Murad and Johnston [25]. It
can be concluded that the presence of SDS lowers
the crystallinity of precipitated a-Fe,0s.

The FE SEM image of sample R1 (Figure
5a) showed mainly the presence of 3-FeOOH rods,
but star- and X-shaped particles were also noticed.
Sample R2 showed micron size o-Fe,O; particles
(Figure 5b) which consisted of primary o-Fe;O3
nanoparticles, as evidenced by Figure 5c. a-Fe,O;
particles produced upon 72 h of the forced hydroly-
sis of FeCls solutions at 160 °C (sample R4) are
shown in Figure 6a. These particles also showed
the substructure (Figure 6b); however, the primary
a-Fe,05 particles increased in size. The agglomera-

tion of 3-FeOOH nanorods (sample S1) is visible in
Figure 7a. Figures 7 b,c show big (micron size) par-
ticles of sample S4 of near spherical and peanut-
type shapes, which possess the substructure and
consist of fine, elongated (1D) primary o-Fe,Os
particles (Figure 7c).

WA &

3.0kv  X10,000 1um

T
- ™
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4 <
3.0kV  X20,000 Tum WD 6.0mm

Figure 5. FE SEM images of samples: (a) R1 and (b, c) R2.
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Figure 6. FE SEM images of reference samples R4 at different magnifications.
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1um WD 10.0mm
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SEI 50kvV  X10,000 1um WD 10.0mm

Figure 7. FE SEM images of samples: (a) S1 and (b, c) S4.
The samples were precipitated in the presence of SDS.
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CONCLUSION

The effect of SDS (1 %) on the kinetics,
phase composition and shape of the particles pre-
cipitated by the forced hydrolysis of the 0.2 M
FeCl; solution was investigated. A direct phase
transformation B-FeOOH — a-Fe,O; via dissolu-
tion/recrystallization was present in the absence of
SDS. In the presence of SDS a small fraction of a-
FeOOH precipitated, which transformed to the end
product a-Fe,O; also via the dissolu-
tion/recrystallization mechanism. o-Fe,03 particles
precipitated in the presence of SDS showed lower
crystallinity in relation to reference samples, as
concluded on the basis of Mdssbauer spectra. This
effect was explained by the competition between
the stability of Fe(lll)-dodecyl sulphate on one side
and the formation of iron oxide phases on the other
side. Precipitated o-Fe,O3; particles showed the
substructure, i.e., consisted of much smaller prima-
ry particles. The effect of SDS on the microstruc-
ture of a-Fe,O; particles is noticed. The influence
of SDS on the forced hydrolysis of FeCl; solutions
can be related to the specific adsorption of sulphate
groups on the nuclei and crystallites of FeOOH and
a-Fe,05 phases. The specific adsorption of dodecyl
sulphate groups was evidenced by FT-IR.
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E®EKTOT HA HATPUYM JOAELNJ CYJ®AT BP3 IIPUCUJIHATA XUAPOJIN3A
HA PACTBOPHU HA FeCl;

Mira Risti¢', Jasenka Stajdohar’, Ivana Opatak®, Svetozar Musi¢'

, "Yucruryr ,,Pyfep Bomkosuk®, 3arpe6, Xpsarcka
[Ipuponno-maTemarnuku akynret, Y HuBep3utet Bo Crut, XpBaTcKa

W3yuyBaHu ce MNpeUUNUTALMUTE NP NpPUCHIHA Xuapoim3a Ha BojaeH pactBop ox 0.2 M FeCl; 3a
BpeMeTpaeme o 2 1o 72 vaca BO mpucycTBO Ha 1% HaTpmym noxpeumn cyindar (SDS). Bo orcyctBo Ha SDS BO
MPEIUIUTAIIIOHHUOT CUCTEM Joara 10 AupekTHa ¢asHa Tpanchopmaimja f-FeOOH — a-Fe,O3; npexky MexaHu3MOT
pacTBopame/mpekpuctanu3saiuja. Bo npucycrtso Ha SDS, a-FEOOH kako uHTepMeanjapHa (asza nperunuTupa, a co
NPOJIOJDKEHO BpeMe Ha NPHCUIIHA XHIPOJHM3a HCTO Taka ce Tpanchopmupa Bo o-Fe,O; mpeky MexaHuzam Ha
pacTtBopame/mpekpucTanuszanyja. Bp3 ocHoBa Ha Mecbayeposure (MOssbauer) criektpu e 3aKiydeHO JeKa BO
npucyctBo Ha SDS ¢asara Ha a-Fe,0; mocemyBa MOHHM30K CTENEH HAa KPHCTAIHOCT. BO OBOj MpelUNUTAIIMOHECH
Mpollec, BaKHA yJiora Urpa U KoMmmneruiujata nomery crabuntocra Ha Fe(lll)-gonennn cyndaror, ox eqna crpana, u
(hopMupameTo Ha (a3uTe 0J1 OKCHANTE Ha KeIe30To, o1 Apyra ctpaHa. FE SEM mokaxa mexa KpymHHTE YeCTHYKH Ha
a-Fe,03 mocenyBaaT cyncTpykrypa. 3adenexaHo € U3T0DKYBake Ha MPUMapHUTE YeCTHIKH Ha o-Fe,03 mobuenu Bo
npucyctBo Ha SDS. OBoj edexkr Moxe 1a My ce IpumHiine Ha npedepupaHara aTCoOpIIMja Ha JOACIII CyI(aTHHTE
rpymu Bp3 Hykieycure u kpucranuture o FEOOH u ¢azata Ha o-Fe,O3; Bo TekoT Ha MpUCHIIHATA XUAPOIU3A HA
pactBopute Ha FeCls.

Kayunu 36opoBu: FeCl; xunponusa; matpuym poneunn cyndar; a-Fe,Oz; Mecbayep (Mossbauer); FT-IR;
XRD; FE SEM
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LOW BENDING VIBRATIONS OF CRYSTALLINE WATER MOLECULES:
AN ONGOING QUEST OR A FINAL WORD - TOPICAL REVIEW
— A TRIBUTE TO ACADEMICIAN BOJAN SOPTRAJANOV-*

Ljupco Pejov, Gligor Jovanovski
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Skopje, Republic of Macedonia
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Skopje, Republic of Macedonia
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The main aim of this topical review is to provide a concise but yet complete overview of the research that has
been done in the field of low-lying crystalline water bending vibrations. Both theoretical and experimental work in
the field is reviewed, and the most important dilemmas and obstacles hampering a direct explanation of the phenome-
non are outlined. The present status in this field is also overviewed and clarified. While this topical review has mostly
been focused on crystalline water molecules in crystalline hydrates and their vibrational properties, also some other
interesting and exciting systems that have recently attracted the attention of the scientific community are covered.
These included water absorbed on surfaces as well as water at the air-water interfaces.
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INTRODUCTION

Water is, beyond any doubt, one of the most
ubiquitous and at the same time one of the most
widely studied substances across numerous scien-
tific areas. It is perhaps impossible to overestimate
its relevance to the very existence of life in the
form that we know of. As a consequence of this,
and also accounting for the fact that processes es-
sential to life take place within the cells and subcel-
lular fragments of the living organisms, to refer to
the water confined within such micro- or nano-
sized spaces, the term "biological water" has been
coined and, aside from its perhaps pretentious char-
acter, widely used in the literature [1-3 and refer-
ences therein]. Properties of biological water could
be rather different from the properties manifested
by this substance when it appears in bulk form. In
several hot-topic recent studies, the dynamics of
water motions inside confining molecular cage-like

systems (such as, e.g., Cg) has been thoroughly
studied from both theoretical and experimental
sides [4-9 and references therein]. Aside from all
these cutting-edge research topics related to water
embedded in small, nanosized systems, water is
still an unresolved mystery even in its "convention-
al", i.e. bulk form, of appearance. The dynamics of
hydrogen bond forming and breaking within liquid
water is a subject of continual research interests.
Behavior of the essential products of water autopro-
tolysis process, the H;O" and OH™ ionic species,
has also been a subject of continuing debates in the
literature [10—17]. Even very essential issues, such
as the ability of the OH ions to act as hydrogen-
bond proton donors in bulk water, have been ad-
dressed from various viewpoints [10-17].

Aside from its relevance to biological sys-
tems, water is widely present in inorganic systems
as well. It actually incorporates into the crystalline
lattices of numerous inorganic compounds, (involv-
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ing minerals and their synthetic analogues), as crys-
talline water. Compounds containing crystalline
water are known as crystalline hydrates [18, 19].
Investigations of the static and dynamical proper-
ties of such crystalline water can lead to a number
of important information about crystalline sur-
rounding and the dynamics of crystalline lattices in
general. In the course of these investigations, nu-
merous experimental techniques have been em-
ployed, among which, vibrational spectroscopy
(both infrared and Raman) and diffraction tech-
niques have been of particular interest. This review
focuses on the former. However, especially in the
course of both hardware and theoretical methodol-
ogy developments, contemporary theoretical analy-
sis of the experimentally observed spectral features
has become a necessity in serious scientific publi-
cations, in certain cases shedding substantially
more light on the issues in question. The most
widely used vibrational spectroscopic techniques
measure the energy differences between certain
vibrational levels of complex molecular and solid
state systems in the form of bands appearing in the
absorption/transmission spectra. The surrounding in
complex environments affects these energy differ-
ences in a rather complex manner and the overall
effect enables one to use the molecular systems as a
sort of probe to characterize the complex environ-
ment in which the molecule is embedded. In the
course of studies related to these aspects, the O-H
stretching vibrations of crystalline water molecules
(as well as of hydronium and hydroxide ions) have
been widely used as a very indicator of the exist-
ence of e.g. a hydrogen bonding or some other non-
covalent interaction within the medium, involving
the water molecule (or the corresponding ion) in
guestion [20 and references therein]. This possibil-
ity has been much exploited using the advantage of
the so-called isotopic isolation techniques. These
techniques employ exchange of a rather small (or,
on the other extreme, rather large) portion of the
hydrogen atoms with deuterium ones, usually by a
process of simple recrystallization from mixture of
H,O and D,0. When only a small portion of hydro-
gen atoms is replaced by deuterium ones within the
crystal (or other complex environment) one en-
counters a very small portion of HDO molecules
within a vast majority of H,O ones. In the opposite
extreme, one encounters a very small portion of
HDO molecules within a vast majority of D,O
ones. Within the HDO molecules, which are practi-
cally isolated among the other isotopomers, the in-
tramolecular O—H and O-D oscillators are com-
pletely decoupled, due to the mass difference be-
tween hydrogen and deuterium. At the same time,

intermolecular couplings between identical oscilla-
tors are eliminated as well, so that a rather clear
spectral picture can be seen, within which numer-
ous structural features can be elucidated, even such
as the number of distinct O—H(D) oscillators within
the crystal (or other medium), the nature and
strength of the interactions involving a particular
O-H(D) oscillator in question. For example, the
involvement of an O—H(D) oscillator in an intra- or
intermolecular hydrogen bond has been often
judged by the direction of the shift in the O—H(D)
stretching frequency. The magnitude of this shift,
on the other hand, has often been found to be pro-
portional to the interaction strength [10-17, 20].
Besides the effect of noncovalent interactions on
the static and dynamical properties of the intramo-
lecular O—H(D) oscillators, also the influence of in-
crystal (or external) electrostatic fields on the stat-
ics and dynamics of the O-H(D) oscillators has
been thoroughly addressed [21-24]. It has been
actually shown that in certain cases (such as, e.g.,
in case of the O—H  ions placed within certain crys-
talline environments), in some cases the electric
fields may dictate even the direction of the shift of
the O—H(D) stretching vibrational frequencies [20].
Therefore, in such cases, observation of a blue- or
red-shift of a given stretching mode can not be a
priori attributed to the existence (or non-existence)
a noncovalent intermolecular interaction (e.g. of a
hydrogen bonding type) [20]. Due to all these rea-
sons, O-H(D) stretching vibrations in crystalline
water molecules have been studied a lot, and nu-
merous spectra-structure correlations have even
been established in the literature [e.g. 25-28].
Contrary to what has been previously con-
cisely outlined about the water stretching vibra-
tions, water bending vibrations have been studied
much less. The 6(HOH) motion (or “scissoring”
motion) of crystalline water molecules has often
been thought of as being rather insensitive to the
crystalline (or other) environments [29-31]. Such
viewpoint has been supported by the early theoreti-
cal studies of water molecule dynamics as influ-
enced by cationic and anionic species [32-36]. The
bending vibrational motion of free water molecule
gives rise to a band appearing at 1594.6 cm™' [30,
31]. It has been long thought that in crystalline wa-
ter molecules, the frequency of this mode is blue-
shifted (i.e. shifted to higher frequencies) with re-
spect to the gas phase value. Such belief was sup-
ported by the most of the available theoretical pre-
dictions based mainly on classical vibrational dy-
namics simulations, but also on ab initio calcula-
tions [32-36]. Concisely, theoretical calculations
indicated that in the usually encountered structural
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patterns in solid state the water bending frequency
should not be much affected by the presence of cat-
ions in the neighborhood of vibrating water. At the
same time, presence of anionic species was ex-
pected to enlarge the HOH bending force constants,
and the overall effect would be frequency blue-
shift. Both effects were, however, expected to be
small, and the resulting overall perturbation of the
energy difference between the ground and the first
excited S(HOH) levels would be of the order of just
a few percents of the gas-phase value. More in-
volved computations, including additional force con-
stants due to both coordination and involvement in
hydrogen bonding, have also shown that a frequency
upshift is expected upon inclusion of an additional
force constant in the vibrational force field of crys-
talline water [32—36]. All these theoretical findings
actually correspond to the situation that has most
frequently been encountered in practice.

However, in-depth spectroscopic and struc-
tural studies of a series of compounds of the type
MKPO,-H,0, though at first sight inconsistent with
the established opinion concerning these matters,
have substantially changed the situation and opin-
ion in the field [37-45]. The main aim of this re-
view paper is to point out the development of scien-
tific thought related to the problem of water bend-
ing vibrations appearing at significantly lower fre-
guencies than the gas phase values. Academician
Soptrajanov has invaluable contribution to this
field, and therefore with great pleasure we dedicate
this topical review to him, on the occasion of his
80" birthday.

EXPERIMENTAL TECHNIQUES

Essentially all of the experimental literature
data referred to in the present paper have been ob-
tained with infrared spectroscopic techniques. In
references [41-45], Fourier-transform infrared
spectra have been recorded on a Perkin-Elmer Sys-
tem 2000 FT-IR interferometer. Spectra have been
collected at both room temperature as well as at
liquid nitrogen boiling temperature (actually, at
about —174 °C), using a Graseby-Specac variable
temperature cell coupled with a controller. To
achieve a good signal-to-noise ratio, often at least
32 spectra have been collected and averaged (or
even more in certain cases, when required — in
some cases even up to 128). Further processing of
the spectra in the sense of determination of band
maxima position, half-widths and general band
shapes has been done with Grams32 program pack-
age [46]. For this purpose, usually standard non-
linear curve fitting procedures were implemented,

using either linear combinations of Gaussian and
Lorentzian model band shape functions, or Voigt
model functions.

A SURVEY OF EXPERIMENTAL
FINDINGS

In this context, we will overview the experi-
mental spectroscopic proofs for the appearance of
bands demonstrating significantly red-shifted water
bending (scissoring) vibrations in certain crystalline
hydrates, as well as for water molecules adsorbed
on some surfaces. In cases when structural data are
known as well, we will discuss the local geometric
specificities related to the in-crystalline water mol-
ecules that could be a possible source for the ob-
served peculiar (or, at least, unusual) vibrational
behavior.

The first notification concerning the exist-
ence of IR spectral bands due to water bending mo-
tions is present in the paper by Falk [28]. However,
the lower frequency limit for this mode noted in the
mentioned paper (1582 cm™') is only slightly below
the gas phase value. Though such slight red-shifts
were related to the presence of metal cationic spe-
cies with smaller radii possessing higher charge in
the crystal structure of the studied compounds (and
therefore it was implied that electrostatics has to be
intrinsically related to this observation), the situa-
tion was not clarified in detail.

Very recently, as a matter of fact, another in-
teresting example of water exhibiting low bending
vibrations has been presented in the literature. It
refers to water adsorbed on TiO, surface [47]. Ex-
perimental studies of water adsorption on titanium
dioxide surface are rather important in the context
of materials chemistry and physics in general as
well as in surface science. Experimental IR spectro-
scopic data (as described and cited in Ref. [47])
have unequivocally shown that a defined band (ap-
pearing as a shoulder in the IR spectral patterns) at
~ 1560 cm ' could be attributed to water v, (S(H—
O-H)) mode, strongly red-shifted by about 85 cm™'
as compared to the liquid water bending appearing
at 1645 cm™'. In [47], such assignment was sup-
ported by DFT study of finite-clusters mimicking
the adsorption of water molecules on nanocrystal-
line TiO,. The authors have found out that the red-
shift of water bending mode does not correlate with
the Mulliken charges of the surface exposed Ti-
cationic sites, but such a correlation seems to exist
with the natural bond orbital (NBO) charges. This
is in a sense expected, if one keeps in mind the lack
of exact physical significance of the Mulliken
charges. Though widely used in the literature, the
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Mulliken charge partitioning scheme was actually
never intended to be used for atomic charge as-
signments, but rather for other purposes. This point
has been discussed in numerous studies by our and
other groups [48, 49 and references therein]. We
have even clearly demonstrated the rather counter-
intuitive results that could be brought about by
straightforward usage of "Mulliken charges" [48,
49]. Atomic charges derived on the basis of natural
bond orbital theory by Weinhold and Carpenter [S0
and references therein] have certainly much clearer
physical meaning, although one has to keep in mind
that since the only exact physical observable is the
electronic density itself, no scheme for its partition-
ing into "atomic charges" should be regarded as
unambiguous. However, NBO charges obviously
necessarily describe better the electrostatic field
generated by the surface exposed titanium ionic
centers and the effects that this field exerts on the
water bending frequencies. Note, however, that the
mentioned correlation even in the case of NBO
charges has been found only in the case of simulta-
neous absorption of five water molecules. No such
correlation has been found to exist in the case of
absorption of a single water molecule on the titani-
um dioxide surface. Such findings, though certainly
emphasizing the significance of electrostatics for
the discussed phenomenon, also strongly imply a
rather complex, cooperative nature of the overall
water bending frequency shifts induced by surface
absorption or by inclusion of water molecules into
crystalline hydrates.

In a series of papers coauthored by the mem-
bers of the group around academician Soptrajanov,
numerous examples of the appearance of rather
significantly red-shifted water bending vibrations in
crystalline hydrates have been presented [37—45].
In the first paper more widely circulated paper of a
series devoted to this phenomenon [41], Sop-
trajanov has briefly reviewed the awareness con-
cerning the very existence of “low water bending
modes”, and he has also referred to two particular
examples of compounds (crystalline hydrates) in
which crystalline water molecules exhibit such pro-
nounced red shift of the water bending mode. The
two particular examples considered were two
members of the series of compounds with a general
formula MKPO,-H,0, where Me{Ni, Mg}. In the
case of NiKPQO,4-H,0 the band due to water bending
mode was found to appear at 1478 cm™', while in
the case of MgKPO,-H,0, the corresponding fre-
quency is 1470 cm™'. It is worth noting at this point
that the phenomenon of low water bending in crys-
talline hydrates has actually been discovered much
earlier by Soptrajanov and collaborators [37-40],

but the first studies devoted to its presentation and
clarification had not been more widely circulated.
Therefore, reference [41] may be regarded as a first
attempt to bring the awareness of the red shift of
crystalline water bending modes to a wider audi-
ence. In [41], the assignment of the 1478 cm ™' band
in the case of NiKPO,-H,0 to the crystalline water
bending vibration was based on a detailed and thor-
ough spectroscopic study of a series of protiated
and partially deuterated samples at both room tem-
perature and at liquid nitrogen boiling temperature.
The spectral region from 1900 — 1300 cm™ in the
case of NiKPO,-H,0 is obviously dominated by a
single band of appreciable IR intensity (Fig.1. in
Ref. [41]) which is directly attributable to funda-
mental vibrational transition. Subsequent studies of
partially deuterated analogues of this compound
have been undertaken in order to confirm that it is
indeed a crystalline hydrate. This has been demon-
strated by following the evolution of the relevant
spectral bands upon partial deuteration of the parent
compound. Concerning the previously mentioned
1900 — 1300 cm ' region, it has been unequivocally
demonstrated that the band appearing in this area in
the case of protiated compound completely disap-
pear upon complete deuteration. Actually, in the
spectra of partially deuterated analogue with low
deuterium content, a new band has been shown to
appear at 1315 cm™' which initially gains in intensi-
ty upon deuterium content increase (at up to 50 %
D), but further gradually disappears and is complete-
ly absent in the spectra of fully deuterated sample.
This, in conjunction with the behavior of the region
of the HOH, HOD and DOD stretching bands, has
been used as a strong argument confirming that one
deals with crystalline hydrates and further confirm-
ing the initial empirical assignment of the s(HOH)
band at 1478 cm™'. Other spectral features in the case
of protiated and deuterated sample of this compound
have further implied that the HOH angle is probably
close to 90 °, which could have significant implica-
tions in relation to appearance of the HOH bending
mode at rather low frequencies. Unfortunately, this
implication could not be confirmed by X-ray struc-
tural investigations, as the positions of hydrogen at-
oms could not be determined.

In subsequent combined experimental and
theoretical studies [42, 43], Soptrajanov, Jo-
vanovski and Pejov have focused on two further
members of the series of compounds of the type
MKPO,-H,0, those in which Me{Co, Mn}. In this
study, both RT and LNT spectra of protiated and
partially, as well as practically fully, deuterated
samples of the mentioned compounds have been
recorded and analyzed in detail. In the case of Co
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compound, no band of appreciable intensity has been
found to appear in the region where bands due to the
3(HOH) mode are expected (above 1600 cm™). In-
stead, a rather intensive band has been found to
appear at 1464 cm™' in the LNT FT IR spectrum.
Analogously as in the case of MKPO,4-H,0, how-
ever, two much weaker satellite bands have been
found to appear at 1708 and 1614 cm™'. All of the
mentioned bands (the intense one and the two satel-
lite) were found to be deuteration-sensitve and are
completely absent in the spectra of fully deuterated
analogue. This has been taken as an unequivocal
proof of the relation of these bands to the crystal-
line water vibrational motions. However, only the
most intensive band could be attributed to funda-
mental (first order, i.e. |[0> — |I>) vibrational
mode. It is exactly this band that the authors have
attributed to the 3(HOH) mode. The satellite bands
have, on the other hand, been attributed to the se-
cond-order vibrational transitions involving lower-
frequency fundamentals. One such candidate that
the authors have pointed at is the band at 828 cm™
originating from water librations. On the basis of
the results of the factor-group analysis, this mode
has actually been found to posses the right sym-
metry (A;) to interact with a component of the
0(HOH) |0> — |1> fundamental transition. Com-
parison between the estimated and observed over-
tone frequency in this case have, however, indicat-
ed a rather weak anharmonic vibrational coupling.
The situation with the crystalline water vibrations
in the case of MnKPO,-H,0 has been found to be
rather different than in the cobalt counterpart. In the
context of the current review, we will focus on the
spectral region of the 6(HOH) fundamental modes.
In this region, now two bands with almost equal IR

S
11> l

Before perturbation

intensities have been found to appear, at 1661 and
1433 cm'; these are accompanied with a much
weaker band positioned at 1525 cm™. All these
bands have been found to be notably sensitive to
deuteration and they completely disappear upon
complete deuteration. Comparing the regions of
appearance of bands due to S(HOH) fundamental
modes as well as the regions of appearance of water
rocking librational modes in the series of
MKPO,-H,0-type compounds, where M is Ni, Co
and Mn, the authors of [43] have concluded that the
frequency of water librational band follows the or-
der Mn < Co < Ni. At the same time, the authors
have noticed that the closer the position of the di-
rect overtone of this rocking mode (p(H;O) |0> —
[2> vibrational transition) is to the position of the
strongest band in the 6(HOH) region, the closer the
intensities of the bands in this region become. On
the basis of these experimental observations, the
authors of reference [43] have concluded that actu-
ally nearly-accidental degeneracy of vibrational
modes takes place, involving the fundamental
3(HOH) and overtone p(H,0). As the conditions for
Fermi-like resonance become fulfilled, intensity
redistribution between the S(HOH) fundamental
and p(H,O) overtone bands occurs, the later gaining
in intensity as compared to the case in which no vi-
brational coupling takes place. Further indication of
such vibrational mode mixing was the additional
shift of the 5(HOH) fundamental mode to lower fre-
quencies in the case of MnKPO,-H,O as compared
to the Co and Ni counterparts. This is attributed to
the mutual repelling of the interacting vibrational
levels (6(HOH) first excited vibrational state |1> and
p(H,0) second excited vibrational level [2>). This is
schematically presented in Figure 1.

27>

[1">5

After perturbation

Figure 1. A schematic presentation of the mutual repelling of the interacting vibrational levels (6(HOH) first excited
vibrational state |1> and p(H,0) second excited vibrational level |2>) due to vibrational mode mixing

as a consequence of accidental near-degeneracy.
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Further work by Soptrajanov and collabora-
tors [44] in the field has been devoted to a series of
ammonium phosphate compounds with general
formula MNH,4PQO,4-H,O (where M € {Mg, Co, Ni,
Mn, Cd}) which have been found to be isomor-
phous to the potassium analogues MKPQO,4-H,0.
Although the spectra in this series of compounds
appeared to be much more complicated with re-
spect to assignment of vibrational modes due to
crystalline water, as a consequence of the presence
of ammonium ions, the careful and thorough analy-
sis of the experimental spectra at RT and LNT of
the protiated as well as of a series of deuterated
analogues of MgNH,PO,4-H,O (the synthetic ana-
logue of mineral dittmarite) carried out by the au-
thors, have led them to rather significant conclu-
sions and thorough reassignments of bands in this
case. It is worth noting that besides their fundamen-
tal significance, the compounds of the mentioned
series contain ammonium ions involved in strong
intermolecular interactions of hydrogen bond type
within the crystal, and are therefore of certain ap-
plicative importance, as potential proton conduc-
tors. The bands that are in the focus of the present
review (due to the water bending fundamentals) fall
in the same spectral region as the bands due to the
two of the NH," ion bending modes (usually denot-
ed as v, and v,). All these bands are, of course, ex-
pected to be deuteration-sensitive. Indeed, the au-
thors of [44] have found several intensive, deuter-
ation-sensitive bands in the spectral region from
1700 to 1400 cm™' in the FT IR spectra of
MgNH4PO,4-H,O. Due to the bands originating
from ammonium cations, an exact and unequivocal
assignment of bands due to water bending funda-
mentals in this region would most probably be
hampered, if there was not a strong evidence for the
isomorphism between the currently studied com-
pound and its potassium counterpart. Careful in-
spection of spectra of both samples enabled the au-
thors to precisely locate the position of 6(HOH) |0>
— |1> fundamental band and to make substantial
revision of the assignments of bands offered in an
earlier study [51], most of which are directly relat-
ed to the appearance of the fundamental S(HOH)
band at frequencies significantly lower than the gas
phase value. In the 3(HOH) (and 8(NH,)) spectral
region at LNT, as many as five bands appear at
1663, 1536, 1482, 1432 and 1472 cm™' (the last one
being of lowest intensity, i.e. appearing as a shoul-
der). Closer inspection of the evolution of appear-
ance of this region upon deuteration has revealed
that the band at 1316 cm™' appearing in the spectra
of slightly deuterated analogue of MgNH4PO,-H,0O
most probably originates from the 6(HOD) mode.

The authors have, however, found it rather hard to
clarify completely the spectral picture upon further
increase of the deuterium content due to the for-
mation of various species of partly deuterated am-
monium ionic species [44]. It is worth noting that
the situation here actually suffers from an addition-
al complication related to the possible Fermi reso-
nance between v, mode of ammonium species and
v, of crystalline water. Two components of the
former vibrational modes are, under the site-group
approximation, of the same symmetry as the water
bending mode and therefore appreciable vibrational
mode mixing could take place. The authors have,
however, in this context also provided a further in-
direct proof that the HOH bending mode gives rise
to a band at appreciably lower frequency than the
gas phase value. This proof has been based on the
observed trend in the series of MNH,PO,-H,O —
type compounds upon change of the M cationic
species. Namely, the mentioned shift on going from
Ni to Mn has been found to closely resemble the
situation encountered in the series of (presumably
isomorphous) series of MKPO,-H,O — type com-
pounds.

Although mentioned in the final segment of
this part devoted to experimental evidence related
to appearance of low-lying bands due to crystalline
water bending modes, the aspect that we will ad-
dress now appeared to be a key one for thorough
understanding of the spectroscopic data. Aside
from enabling the researchers to apply group theo-
retical formalism and therefore to make definite
conclusions concerning e.g. vibrational couplings
between the modes, as well as the very appearance
of bands due to particular modes, the insight into
the in-crystalline environment around the “peculi-
ar” crystalline water molecules have also enabled
further theoretical insights into the reasons behind
unusual spectral features to be gained. The aspect
in question is the experimental determination of the
structure of MgKPQO,4-H,0 by single-crystal X-ray
diffraction technique. In [52], Jovanovski, Pocev
and Kaitner have determined the crystal structure of
this  prototypical compound of the series
MKPO,-H,0. This has been done by the single-
crystal X-ray diffraction technique, at room tem-
perature, using 246 independent reflections for the
structure determination. Refinement of coordinates
of all non-hydrogen atoms has been done up to fi-
nal R = 0.064. The compound has been found to
crystallize in the orthorhombic space group Pmn2;,
with Z = 2. The structure of this molecular crystal is
composed by PO, tetrahedral species, K and Mg
ions, as well as H,O molecules. Mg ions are coor-
dinated to as many as 5 oxygen atoms belonging to
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phosphate groups and one crystalline water oxygen
atom. The potassium ion is, on the other hand, sur-
rounded by as many as eight oxygen atoms (both
from water molecules and phosphate groups). Per-
haps the most important structural feature (at least
in the context of low water bending modes) is the
fact that water molecules were found to form bifur-

cated hydrogen bonds. However, the exact hydro-
gen bonding pattern was difficult to establish with a
high degree of certainty, as the hydrogen atom po-
sitions in the structure have not been determined.
Crystalline water molecules are surrounded by four
phosphate ion oxygen atoms and by single Mg and
single K ions.

gas-phase

Falk's lower limit

NiKPO4-HZOI

MgKPO,-H,0

CoKPO,H,0 I

MnKPO,-H,0 I

1700 1650 1600 1550 1500 1450 1400

Wavenumber / cm?

Figure 2. A schematic presentation of the positions of 3(HOH) bands in the IR spectra of the mentioned compounds,
compared with the position of the 3(HOH) band in the case of gaseous water and the "Falk’s lower limit".

To summarize in a pictorial way the previously
outlined survey of experimental data related to the
title issue, in Figure 2 we have schematically present-
ed the positions of 3(HOH) bands in the IR spectra of
the mentioned compounds, compared with the posi-
tion of the 3(HOH) band in the case of gaseous water.

As an unambiguous conclusion, aside from
the discussed peculiarities and intricacies of band
assignments which seem to be a necessity in the case
of the studied series of compounds, it can be stated
that the bands due to crystalline water HOH bending
(scissoring) modes in all of these cases appear at
significantly lower frequencies that the Falk’s low
limit. This is a rather uncommon situation and such
observations impose a quest towards a more in-depth
insight into the reasons responsible for such notable
red-shifts of the water bending modes in particular
solid-state environments. Theoretical modeling tools
seem to be invaluable in this context.

CHOSEN SYSTEMS AND GENERAL
METHODOLOGY ASPECTS

A wide variety of theoretical/computational
approaches has been applied to approach the prob-
lem dealt with in this topical review, i.e. the prob-
lem of low-lying bending vibrations. The main aim
of essentially all theoretical studies was to get an
in-depth insight into the physical reasons behind
the observed vibrational frequency red-shifts, and,
at the same time, to become aware of the particular
segment/fragment of the environment (e.g. in-
crystal) that induces such red-shift. The simplest
approaches involved semiempirical methods e.g.
with PM3 Hamiltonian, as used in Refs. [41, 42],
Hartree-Fock method [41, 42], and Density func-
tional theory (DFT) approaches [43-45] using vari-
ous combinations of exchange and correlation func-
tionals. Various basis sets have been used for or-
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bital expansion in the course of solving the HF or
Kohn-Sham equations in an iterative manner, rang-
ing from the rather popular LANL2DZ, which is a
combination of D95 on first row elements and Los
Alamos effective core potential (ECP) plus DZ on
Na-Bi [53, 54], up to the rather flexible, Pople-type
6-311++G(3df,3pd) basis of triple-zeta quality. In
the studies performed within our group, in the
course of all DFT computations, special attention
has been paid to the SCF convergence-related is-
sues. Thus, in all our studies relying on the DFT
approach, the Kohn-Sham (KS) SCF equations
were solved iteratively for each particular purpose
of this study, with an “ultrafine” (99, 590) grid for
numerical integration (99 radial and 590 angular
integration points). In the case of free water mole-
cule, we have located the stationary points on the
potential energy surface (PES) employing Schle-
gel’s gradient optimization algorithm [55], that re-
lies on analytical computation of the energy deriva-
tives with respect to nuclear coordinates. The char-
acter of the stationary points located on the corre-
sponding PES was further tested by subsequent
computation and analysis of the Hessian matrices.
The absence of negative eigenvalues of the second-
derivative matrix indicated the true minimum char-
acter of the particular stationary point on the PES.
In cases when geometry and vibrational spec-
troscopic properties of water molecule embedded in
a fragment (cluster) mimicking the actual crystalline
environment in the studied class of compounds were
explored, only the intra- and intermolecular geome-
try parameters related to crystalline water were al-
lowed to relax (i.e. partial geometry optimizations
were carried out), while keeping all other parameters
within the cluster fixed at their experimental values.
To simulate the influence of purely electro-
static contributions to the changes in geometry and
vibrational frequencies, also finite-field calcula-
tions were carried out by our group [42, 43, 45].
Sequentially, electrostatic fields with various
strengths (ranging from 0.020 to 0.060 a.u.) were
applied along x, y and z axes of a local coordinate
system fixed to water molecule (Fig. 3) and the
changes in electron density distributions and other
molecular parameters relevant to the presently stud-
ied phenomenon were monitored. This was done by

explicit inclusion of the electrostatic field F in the
many-particle Hamiltonian, i.e. by iteratively solv-
ing the Schrodinger equation:

H+F rlr =ew 1)

in an SCF manner.

J

Figure 3. Orientation of the local coordinate system fixed
to water molecule used in the computations.

For a more in-depth and in a sense more picto-
rial and chemically intuitive description of the funda-
mental bonding features encountered in the studied
cases, both Weinhold’s Natural bond orbital (NBO)
analyses [50] and Bader’s atoms in molecules (AIM)
approaches were implemented to analyze the electron-
ic density, in particular in the noncovalent bonding
region (characterized with low density values and, at
the same time, high gradient) [56].

All quantum chemical calculations were car-
ried out by GAUSSIAN 03 series of computer
codes [57].

INFERENCES FROM THEORETICAL
CALCULATIONS

In our early theoretical studies devoted to
possible clarifications of the reasons behind the
appearance of pronouncedly low HOH bending
frequencies in crystalline hydrates we have applied
an exact approach to compute those values [41-43].
We have, namely, scanned the one-dimensional cut
through the complete vibrational potential energy
hypersurface of free and in-crystal water molecule
corresponding to the d(HOH) motion. This has
been done by a series of pointwise energy calcula-
tions, varying the HOH angle with a step of 2 °.
The resulting function V = f («) was subsequently
fitted to a fourth — order polynomial in Aa (Aa = a
— ae, 0 being the equilibrium value of «) of the
form:

aaaa  OH, e
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The resulting Schrddinger equation has subsequent-
ly been solved with the second-order perturbation
theoretical (SOPT) approach. It has been actually
shown that the SOPT leads to values of the [0> —
|1> transition energies that are rather close to those
obtained e.g. by the linear variational technique in
cases with small anharmonic corrections (as is the
presently studied case). To model the in-crystal
water molecule, two approaches have been adopted
in our initial study [41, 42]. Within the first one, the
in-crystal water molecule was embedded in an en-
vironment composed by only the nearest neighbors
within the crystal, while in the second one, the wa-
ter molecule has been immersed in a homogeneous
electrostatic field with different orientations. These
initial studies have been, however, based on the
semiempirical PM3 Hamiltonian and, in parallel, on
the ab initio Hartree-Fock theory (HF), using either
the rather large, triple-zeta quality 6-311++G
(3df,3pd) basis set for orbital expansion, or the
LANL2DZ basis. Although these initial attempts to
model the title phenomenon have led to excellent
agreement of the free water anharmonic HOH
bending frequency computed at HF/6-311++G
(3df,3pd) level of theory with the experimental one
(1605.6 vs. 1594.6 cm), the computed in-crystal
values with explicitly included nearest neighbors
have been found to be higher than the free-water
values, which is contrary to the experimental find-
ings. On the other hand, it has been found in this
study that external homogeneous electrostatic field
could have significant influence on the HOH bend-
ing frequencies. If the electric field was directed
parallel to the water molecule dipole moment (i.e.
parallel to the z-axis coinciding with the C, axis) a
very small 8(HOH) frequency upshift (blue-shift)
has been found. On the other hand, when the field
is directed oppositely to the water dipole moment
vector, then the frequency exhibited a remarkable
downshift (red-shift). For example, a field with
magnitude of 0.060 a.u. applied parallel to the wa-
ter dipole leads to frequency upshift of about only
10 cm™" with respect to the value for free water. A
field of the same magnitude, but oriented antiparal-
lel to the water dipole moment, would lead to fre-
guency downshift with appreciable magnitude of
approximately 200 cm . Downshift of the order of
100 cm™" has been obtained for field strengths of
about 0.030 a.u. These findings opened the possi-
bility that the frequency of the HOH bending mode
could exhibit red shift as a consequence of vibra-
tional Stark effect (under an assumption that the
crystalline field is "properly"” oriented), i.e. that the
observed spectral features could be due to long-
range electrostatics effects; of course, all this pro-

vided that the results obtained with explicit inclu-
sion of the in-crystal neighbors are correct. Interest-
ingly enough, however, contrary to the HF SCF
level of theory, the PM3 results gave qualitatively
correct trends even upon inclusion of the first-order
in-crystal neighbors of the crystalline water mole-
cules. However, since the description of Mg®* and
K" ions by the PM3 Hamiltonian is hardly much
different form point charges, it is possible that PM3
level of theory actually also predicts electrostatical-
ly-induced red shift of the (HOH) mode. Perhaps
the only exact and unequivocal conclusion that could
be derived from the outlined theoretical approaches
was that the frequency shift is due to the S(HOH)
mode to lower frequencies could appear due to "flat-
tening" of the 3(HOH) vibrational potential, i.e. due
to changes of the harmonic force constant. In con-
trast, the anharmonic contributions to the overall
shift have been found to be negligible in [42].

All in all, having in mind the rather modest
level of theory implemented in these initial theoretical
attempts to solve the problem in guestion, one cannot
guarantee the sufficiency of the implemented theoreti-
cal level for the mentioned purposes. For these rea-
sons, more elaborate theoretical studies have been
undertaken recently after publication of [42] in order
to address the problem in a more thorough manner.
These further studies [43-45] have been based on
combined application of HF as well as Density func-
tional theory approach (DFT), based on combination
of Becke’s three-parameter adiabatic connection ex-
change functional [58] with the Lee-Yang-Parr [59]
correlation functional (usually denoted with the acro-
nym B3-LYP). The modest size, but still sufficient in
the sense of providing convergency of the results, 6-
31++G(d,p) basis set has been used for orbital expan-
sion in the course of seeking iteratively for the so-
lutions of the HF or Kohn-Sham (KS) equations. In
this study, the problem of explicit inclusion of the
in-crystal environment of the water molecule has
been addressed in a much more systematic manner.
Thus, several finite clusters that have been aimed to
represent, i.e. mimick the crystalline surrounding of
the vibrating water molecule have now been consid-
ered (Fig. 4). The first one was the Mg**K*(H,0)
cluster, which includes only the nearest-
neighboring metal cations. The second one, aside
from the closest cationic species, also included the
nearest phosphate anions as well, i.e. is of the form
Mg* K*(PO,*),(H,0), while the largest cluster in-
volved the second neighboring phosphate anions as
well: Mg”*K*(PO,*)4(H;0). To discriminate be-
tween the purely electrostatic effects and the influ-
ence of short-range intermolecular interactions, also
the "charge-field" analogues of the previously de-
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scribed clusters have been considered. These "charge-
field" clusters have been constructed simply by ex-
changing the ionic species with the point charges of
the corresponding magnitude placed at the corre-
sponding centers of mass of the realistic species.

OY ° t‘
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9
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‘y°
°

a)

Y.

o \"'
9y ¢

b)

2
c)

Figure 4. A schematic presentation of the finite clusters
used to model the 3(HOH) frequencies in the studied series
of compounds: a) Mg**K*(PO,*),(H.0),

b) Mg®'K’(PO," )2(H.0), ¢) Mg*’K'(H,0).

Such charge field perturbational-like (CFP)
approach for modeling the electrostatic + polariza-
tion influence on the 3(HOH) vibrational frequen-
cies accounts completely for all terms in the pertur-
bation-theory expansion of the energy as a function
of the field:

In the previous equation, @, 2, @ ... are the

quadrupole, octupole, hexadecapole tensor func-
tions of second, third, fourth etc. order, while

u°and o are the dipole moment vector of the free

molecule and the dipole polarizability function,
respectively. The last quantity is actually a second
order tensor.

The geometry of the “in-crystal” water mole-
cule embedded within the mentioned clusters has
been fully optimized at the mentioned levels of the-
ory. Subsequently, the 5(HOH) vibrational frequen-
cy has been computed by diagonalization of the
mass-weighted Hessian matrix computed for the
minima on the corresponding potential energy
hypersurfaces (PESs). Adopting the double-
harmonic approximation as a method of choice for
the currently studied system has been fully justified
by the previously mentioned preliminary-like results
[41, 42] in which we have demonstrated that the
contribution of anharmonicity to the overall trends
and even to absolute frequency values when the
S(HOH) mode is in question are indeed minor ones.

Inclusion of only the nearest Mg®* and K
ions to the vibrating in-crystal water molecule,
practically regardless on the implemented level of
theory have led to a 6(HOH) frequency upshift
(blue-shift) of approximately 70 cm™" (with respect
to the free water value). One can therefore safely
conclude that interaction with these two ionic spe-
cies that reside in the immediate vicinity of the
crystalline water in MgKPQO,4-H,O can not be re-
garded as being responsible for the observed signif-
icant frequency downshift (red-shift). Moreover, it
has been further shown in [43-45] that purely elec-
trostatic interaction with these two ions (as com-
puted by the charge field perturbational approach)
would lead to only a small frequency upshift, con-
trary to the full-wavefunction value (less than about
26 % regardless on the employed theoretical level).
This observation would certainly not be expected if
one is led by a purely "chemical™ reasoning. It has
been, however, argued in [44, 45] that the exchange
component of the interaction energy (i.e. the “Pauli
repulsion” term) could be regarded as responsible
for such trend. Further addition of two nearest-
neighboring phosphate ions to the initial
Mg*'K*(H,0) cluster (i.e. building it up further to
the Mg* K*(PO,*),(H,0)) readily leads to a signif-
icant flattening of the 3(HOH) potential, and, con-
sequently, a too large frequency red shift (as large
as 350 cm ™). It could be concluded that placement
of phosphate ions on the oxygen side of crystalline
water molecule ("above™ the hydrogen atoms) im-
poses a strong influence on its deformation mode,

+
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resulting in drastic reduction of its harmonic force
constant. Within the framework of the NBO theory,
one would actually expect significant charge trans-
fer (CT) interaction occurring e.g. from PO,> non-
bonding states to the OH antibonding ones. As
shown by the CFP analysis of this cluster, the pure-
ly electrostatic interaction between the crystalline
water molecule and its neighbors in the described
cluster would cause an even larger flattening of the
8(HOH) vibrational potential. The CT term, thus,
most probably counteracts the classical electrostat-
ics with this respect. Finally, expanding further the
Mg®*K*(PO,*),(H,0) cluster with additional two
phosphate ions placed "below" water hydrogen at-
oms (i.e. building up the Mg*K*(PO, )4(H,0)
cluster) seems to nicely balance everything at HF
level of theory, leading to an overall frequency red-
shift of about 150 cm™', in good agreement with the
experimental data. B3LYP shift was, however,
shown to be significantly smaller (~ 26 cm™). All
in all, if one analyzes the dependence of 6(HOH)
frequencies on the equilibrium values of the HOH
angle, a very good correlation between the later two
quantities. To get a further insight into the direction
and magnitude of the charge transfer interactions
(CT) within the studied clusters, NBO analyses
have been carried out in [43-45]. More precisely,
second-order perturbation theory analysis of the
Fock matrix (or its Kohn-Sham analogue) within
the NBO basis had actually been carried out in [45],
at HF level of theory. The energetic effects due to
these interactions have been estimated by the se-
cond-order perturbation theoretical (SOPT) expres-
sions of the form [60]:
(el

bolfbe)

€ acc ¢ don

AE ?) ~-2.

wdonor — yacceptor

In (4), g is a diagonal NBO matrix element of the
Fock operator F (or, in the case of the DFT for-
malism, the Kohn-Sham one-electron analogh, ).

The quantities of transferred charge from a given
donor to a given acceptor orbital have been, on the
other hand, estimated using elementary perturbation
theory arguments. The following approximate for-
mula has been obtained on the basis of SOPT
treatment [60]:

2

[(su[Flc))

~ ZL—EM . J (5)
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It has been found out that the most signifi-
cant CT occurs in the direction from water oxygen
atom nonbonding orbital to the extra-valence (Ry-
dberg) states of the Mg ion. This particular inter-
orbital interaction appeared to be the strongest CT
interaction within the cluster. In this manner, the
differences between full-wavefunction and CFP
results related to the 3(HOH) frequency shifts in the
case of smallest clusters considered, becomes clear-
ly understandable. Considering the water — K* CT
interaction, it has been shown to be negligibly
small, i.e. one could safely state that no significant
CT has been found to occur between water oxygen
nonbonding states to the potassium ion virtual
states. CT in the direction phosphate — water has
been found to be essentially unidirectional. Most of
it occurs from the nonbonding orbitals of the phos-
phate ions oxygen atoms to the water molecule O—
H antibonding states. All of the four phosphate ions
appeared to be equivalent in the sense of CT inter-
action with the “central” water molecule. It is also
worth noting that though the overall charge transfer
has been found to be small on an absolute scale, it
is still rather significant in a chemical sense.

CONCLUSIONS

One of the classical paradigms related to
spectroscopy of crystalline water in solid state hy-
drates has been related to the spectral area of ap-
pearance of the water bending mode; this mode has
been expected to give rise to bands at frequency
values that are higher (blue-shifted) or only slightly
lower (i.e. red-shifted) as compared to the free-
water value. In the early works of academician
Soptrajanov and his group and collaborators, how-
ever, this paradigm has been questioned and further
on confirmed not to be true in a general case. Sub-
sequent developments in the field have further pro-
pelled this idea, expanded the knowledge of sys-
tems in which this apparent "unusual™ behavior has
been experimentally detected, and also enabled cer-
tain theoretical insights to be gained. All these as-
pects have been overviewed in this topical review,
following the temporal development of ides, as well
as the conceptual methodological development. Our
current level of fundamental understanding of the
phenomenon itself has been considered in detail,
carefully pinpointing the weak sides and the possi-
bilities for further developments. On the basis of
currently available experimental and theoretical
data, the following general conclusions related to
the phenomenon may be outlined:

- Carefully collected experimental data for pro-
tiated and deuterated samples of MKPO,-H,0, where
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Me{Ni, Mg, Co, Mn}, as well as MNH,PO,4-H,0
(where M € {Mg, Co, Ni, Mn, Cd}) have unambigu-
ously implied the existence of "low-bending crystal-
line water modes"”, i.e. bands due to water scissoring
mode appearing at significantly lower frequencies
than even the lowest "Falk’s" limit reported before.

- Low frequencies of the HOH bending
mode in crystalline water molecules may be in
principle induced if the effective local crystalline
field vector at the in-crystal water site is directed
oppositely to the water dipole moment vector.

- Homogeneous field with magnitude of
0.060 a.u. applied parallel to the water dipole leads
to frequency upshift of about only 10 cm™ with re-
spect to the value for free water, while a field of the
same magnitude, oriented antiparallel to the water
dipole moment, would lead to frequency downshift
with appreciable magnitude of approximately 200
cm ', Downshift of the order of 100 cm™' could be
obtained for field strengths of about 0.030 a.u.

- More explicit inclusion of the in-crystal
neighborhood around the "peculiar" water mole-
cules enables more light to be shed on the reasons
behind the appearance of low-lying (HOH) modes.

- The nearest-neighboring phosphate groups
around the crystalline water are positioned such
that a notable "flattening" of the 3(HOH) vibration-
al potential occurs, manifested as a significant re-
duction in the harmonic force constant value. The
effect is much more pronounced if only the PO,
groups lying above the water are accounted for;
those placed below in part counteract it and make a
suitable balance in the overall 3(HOH) mode.

- Anharmonic contributions to this shift were
found to be of minor importance whatsoever.

Despite the outlined points, one could not
say that the story of low-bending crystalline water
molecules ends here. This is mostly due to the fact
that the crystalline structure of most compounds in
which this effect is manifested are yet unknown in
details. At the same time, more rigorous periodic
DFT computations could be applied to the problem,
where all of the crystalline environment would be
integrally accounted for. If combined with the fi-
nite-cluster approach, such studies could certainly
shed much more light into each of the individual
contributions to the overall experimentally ob-
served shift of this mode. Such preliminary studies
are actually in progress. Of course, last but not
least, if more experimental spectroscopic data be-
come available, much more and also finer details of
the trends encountered in a series of structurally
similar or distinct compounds could be involved in
the forthcoming analyses.
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HUCKU JE®OPMAIIMOHU BUBPALIMU HA KPUCTAJIHU MOJIEKYJIM BOJIA:
TEKOBHO TPAT'AILE NJIK KOHEYEH 350P - TEMATCKHU IIPETJIEJEH TPY ]
— OMA’K 3A AKAJJIEMUK BOJAH HIOIITPAJAHOB —

Jbyn4o Ilejos, I'murop JoBaHoBckH

WuctutyT 3a Xemuja, [Ipupogno-marematnyuku gakynrer, YHusep3ureT ,,CB. Kupuin u Mertoau;j”,
Ckomje, Penybnuka Makenonuja
HcrpaxyBayky IeHTap 3a )KHBOTHA CPEIMHA M MaTepHjainn, MakeJIoHCKa akaJeMuja Ha HaAyKHTe
u ymetHocrure, Crorje, Penyonuka Makenonuja

IenTa e, BO 0BOj TEMAaTCKH HpErNieAeH TPY[, Ja Ce Jaje KOHIU3CH M KOMILUIETEH Mperyie/l Ha U3BPIICHUTE
UCTpa)KyBama 0J] 00J1acTa Ha HUCKUTE JiehopMalMoHH BUOpalMK Ha KPUCTAJIHUTE MOJIEKYJIM Ha Bojara. HanpaseH e
npersies Ha gocera JOOUeHUTE TEOPETCKH M EKCIIEPUMEHTAHH pe3yJITaTh Ha OBa I0JIe, CO TIOCBETYBabhe Ha MOCEOHO
BHUMAHHE HA MOjJaBEHUTE HAjBAKHU IWJIEMH M TMPEYKH KOM IO OHEBO3MOXKYBAaaT IUPEKTHOTO OOjaCHyBame Ha
3abenexxannor penomen. HampaBeH e, uCTO Taka, OOMI /1a Ce pa3jacHAT MOMCHTAJIHHTE COCTOjOM Ha OBa IMOJIiC Ha
ucTpaxyBame. Mako BO OBOj Mperiiell IIaBHHOT akIEHT € (OKycHpaH Ha KPHCTAJHHUTE MOJIEKYJIH BOJa Kaj
KPUCTATIOXUAPATUTE, KAKO U HA HUBHUTC BI/I6paHI/IOHI/I CBOjCTBa, TTIOCOYEHH C€, UCTO TaKa, U HECKOU APYTrd MHTCPECCHU
CUCTEMH KOW HEOJaMHa T'0 IPWBJICKOA BHUMAHHWETO HA HAy4YHATA jaBHOCT. THWe BKIIy4yBaaT BOJa arcopOMpaHa Ha
MOBPIIMHUTE KaKO M HA MEI'YIIOBPIIMHUTE BO3AYX-BOJIA.

Kayynu 360poBu: KpucranHa BoJa; KpHCTajloxuaparu; nedopmanuoHu BuOpamuu Ha Boxata; I
CIIEKTPOCKOIIN]a; KBAHTHA TEOpHja
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Several attempts are known lately intending to point to 'the proper place' for hydrogen (sometimes also heli-
um) in the Periodic Table of the elements. There are altogether five different types of arguments that lead to the fol-
lowing conclusions: (1) Hydrogen should be placed in Group 1, above lithium; (2) Hydrogen should be placed in
group 17, above fluorine; (3) Hydrogen is to be placed in group 14, above carbon; (4) Hydrogen should be positioned
above both lithium and fluorine and (5) Hydrogen should be treated as a stand-alone element, in the center of the Pe-
riodic Table. Although all proposals are based on arguments, not all offered arguments sound equally convincing. An
attempt is made, after critical reexamination of the offered arguments, to hopefully point to the best possible choice
for the position of hydrogen. Few words are also mentioned on the structure of the Periodic Table and the (novel)

attempts to reorganize it.

Key words: hydrogen; position of; Periodic Table; trends; hydrogen bonding

PROLOGUE

In addition to the numerous works in mo-
lecular spectroscopy (mostly hydrogen-bonded sys-
tems, particularly crystalline hydrates) it has to be
recognized that our laureate was the first one that
introduced modern courses of chemistry education
for chemistry majors (in the early 1990’s)at the Ss.
Cyril and Methodius University. In thinking about a
suitable topic that would reflect his main interests
of study, it seemed more than appropriate to dis-
cuss, once again, the ‘true position’ of the element
hydrogen in the Mendeleev’s Periodic Table.

INTRODUCTION

In the beginning of the new millennium, sev-
eral authors made attempts to answer the question
that persists for many decades: what is the true po-
sition of hydrogen in the Periodic Table (PT) of the
elements?

Let us mention in the very beginning that we
understand perfectly that:

¢ this question is a difficult one;

¢ depending on the arguments offered, var-
ious choices may appear to seemingly lead to the
‘best possible choice’, and

e people are usually biased/predetermined
to one of the possible choices.

The latter necessarily leads to non-
objectiveness, meaning that people put ‘high
weights’ on their own arguments while being in the
same time highly critical to arguments offered by
others.

For several years we followed with interest
the discussions (sometimes monologues) of various
authors, heavily based on their own arguments. We
ourselves were not particular supporters of any of
the offered proposals that is (perhaps) kind of an
advantage that allows judging the offered argu-
ments more critically and objectively than the au-
thors themselves.

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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Let us rephrase slightly the task that is to be
completed: the problem is, how to classify hydro-
gen? In other words, to which group(s) in the PT
should it be properly assigned?

Hydrogen is the first element in the PT. It
seems obvious (without offering a formal proof)
that if it is to be classified to some group, it should
be one of the eight groups, formerly called ‘main
groups’ of the PT, i.e. groups 1-2 and 13-18, and
not groups 3-12 (containing transition metals).

The italicized text in previous paragraph is
intended to point to an important issue that is often
forgotten: every classification is a human activity.
It is not just a mere indisputable fact that exists in
nature waiting to be discovered. Classifications are
(or might be) more or less arbitrary. Indeed, there
are many criteria according to which the elements
of a given set could be classified. The above holds
especially when speaking about chemical elements:
chemical elements might be classified according to
the state of aggregation, boiling and melting tem-
peratures, color, electrical conductivity etc., etc. It
may not be quite clear why would someone classify
the elements on the basis of their electrical conduc-
tivity, unless it is done for a very specific (hence
limited) interest. Yet, even such a classification is
possible.

The standard approach nowadays (and for
many decades back) is to list the elements in a se-
ries of ascending atomic numbers, and then search
for similarities. This approach is today somewhat
different from the original Mendeleev’s [1], but has
the advantage of being on a better scientific ground.
The result is the well-known classification of the
elements in the PT, comprising 7 periods and 18
groups, accounting for all s-, p- and d-elements, but
hydrogen and (to a lesser extent) helium. Other ap-
proaches exist too, resulting in somewhat different
schemes of the elements in the PT and will be brief-
ly mentioned in what follows.

A word on the literature used: we listed all
references [1-40] chronologically, and then refer to
each of them simply by its number in the list.

Brief review of previous work

In the somewhat extensive literature sources
that were available to us, there are those devoted to
the discovery of the PT [1, 6, 8, 11, 26, 36], its re-
ception [8], the contribution of physics to the period-
ic law [4, 27], the definitions of the term element
[10, 11, 15, 20, 25, 28] and jubilees (centennial) of
the death of Mendeleev [17]. The definition of ele-
ment is in, a way, dual: it relies on a concept of ele-
ment as an observable (elemental, or simple sub-

stance), but also on a concept of element as "a 'basic
substance,” something that can survive chemical
change and is the common component of different
compound substances.” [11]. It is the latter notion, of
elements as basic substances, that is more important.
It seems that the distinction between the two concepts
was known as early as the discovery of the PT [15].

Closely related to the previous are publica-
tions aimed (among other things) at the best possi-
ble demonstration of the periodicity (including tri-
ads) and the periodic law selecting “the best possi-
ble choice of a PT” [5, 12, 18, 22, 23, 29, 30]. Re-
garding the possible formats/presentations of PT,
we will mention only few (let’s call those ‘typical
representatives’) of the huge number of possibilities
(Figures 1-5).

The above format presentations will be dis-
cussed in relation to the central question of the pre-
sent contribution: what is the true (if any) place of
the element hydrogen, in the PT? For that reason,
primarily the references devoted to this question [7,
9, 10, 13, 14, 16, 19, 31, 32, 34, 37, 39] will be re-
viewed in the next heading.

Three references were devoted to noble gas
chemistry: that of Ar [2, 3] (HArF was synthesized
in 2000 and was proven to be stable at very low
temperatures [2]) and the brand new publication
reporting the synthesis of Na,He under extreme
pressures of some 100 GPa [38]. Reference 21 is
about the notion of isoelectronic series, isodiago-
nality and diagonal relationships between the ele-
ments in PT [24], the order in which the 3d and 4s
energy levels are populated [33] and the eka- ele-
ments and chemical pure possibilities [35].

WHERE TO PLACE HYDROGEN
IN THE PT?

The first one that assigned hydrogen in the
PT was, of course, Mendeleev [1]. In 1869 he orig-
inally positioned it (cf. Figure 1a) in the same
group (row) with copper, silver and mercury. In
view of his excellent knowledge of the chemical
properties which weighed so much on the position-
ing of the elements it is reasonable to allow that he
meant it to be separated from all other elements. In
two years (1871) he placed it in the first group, next
to the alkali metals [14]. True, since this is the short
format of PT, this group contained also Cu, Ag and
Au (but arguments could be offered even for such
similarities [30]). Group 1 is even nowadays the
most ‘popular’ place for H [5, 10, 13, 16, 18], as
demonstrated by the most common ‘shape’ of the
PT (cf. Figure 2). The arguments stem from the fact
that H is univalent (exactly as the alkali metals),
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and forms compounds with the same general for-
mula. Further, from the point of view of physics,
the atomic term of hydrogen (°Syy,) is identical with
that of alkali metals. One more reason would be
that under very high pressures (= 500 GPa) there
are strong experimental indications that metallic
hydrogen is formed [39]. If this is proven to be true,
that would be a serious argument for those inclined
to put H above Li. The trends of electronegativities
is qualitatively correct, albeit the value for H is

H=1
Be=9,4 Mg=24
B=11 Al =274
C=12 Si=28
N=14 P=31
0=16 §=32
F=19 Cl =355
Li=7 Na =123 K=39
Ca=40
?P=45
?Er = 56
?2Yt = 60
?In=1756

much higher (the variation of the electronegativity
from Li to Cs is in much smaller steps). On the oth-
er hand, there are really strong arguments against
this assignment. We would only like to mention
here that no alkali metal forms M~ anions (unlike
the stable H-, the hydride anion). Also, all MX salts
(where M is an alkali metal, and X is halogen) are
ionic solids. All HX compounds are covalent and
gaseous. More arguments will be offered in the
subsequent paragraph.

Ti =50 Zr= 90 ?=180
V =351 Nb= 94 Ta = 182
Cr=2352 Mo= 96 W =186
Mn =355 Rh = 1044 Pt=1974
Fe = 56 Ru =104,4 Ir=198
Ni= Co =359 Pd = 106,6 Os =199
Cu = 63,4 Ag =108 Hg = 200
Zn = 65,2 Cd=112
?=068 Ur=116 Au = 1977
=170 Sn =118
As=1T5 Sb =122 Bi = 210
Se =794 Te = 1287
Br=80 =127
Rb = 85,4 Cs=133 T1 = 204
Sr= 87,6 Ba =137 Pb = 207
Ce=92
La=94
Di=95
Th=118?
(a)

e e e —————— e e ————————————

g Grappa 1. Gruppe 1. | Gruppe 111, Grappa 1Y, | Gruppe ¥, | Gropps V1 | Gpps VI tirupps ¥ILL
3 - - - HA* LT RA* it =
& Y] A1) Re0* Ro? Rat R0 R mo*
i H=1
3 |Li==? e e84 H=I1 r=1% He=14 0=1§ |
H] Hn=123 Mp=14 M=12T73 Bi=18 P=5 13'-=E|2I Cl=055
i K=73% Co=40 o 4 Tie= 48 Vil Cres5% M o 55 Foms B, Combl,
Hi=59, Cu=§l.
] [Cu=63) Tn=0L5k --::EE‘! -—=TH Ae=75 M= TH Hres= 80
B |Rl=AG Br=RT Fi{==88 firae 90 Wh=1 Wpe= 95 e L] Tu==104; Rb==104,
=106, Ag=104.
1 I_.&gELDB} Cid=1i% In=11% En=118 Bhem 170 Tee= 115 Je= 117
g |Ca=103 Bame 137 TDimm 138 (e es 140 -— = — — = - —
S e e N e
w | — — tEre 178 (fLass180 [Ta=182 (W=l | — =195, Tr=197,
Ple= 188, Aussi{¥.
1 (hu=19)| Hg= 25 Ti=s204] Ih==307 Tie= 20E - -—
2 |- ~ — Thes23l | — =240 - - - -
(b)

Figure 1. (a) The original Mendeleev’s PT [1] and (b) his short-period table
(source: Lang [12]).
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Periodic Table of the Elements

13 14 15 16 17
A IVA VA VIA VIA
3A 4A 5A BA TA

”K'sn

Zn ’5' _
“cd 'r's' Sb Te.

lodine
12411 114818 1871 8 12690647

mwvwmm”

Astatine Radon
W e mm 009871 220078

R "z W_:ﬁ':rw—'ﬂus 1I‘Jﬁuo

‘ 57 58 59 69
ol La Ce Pr “Nd Pm "Sm Eu ‘Gd Tb Dy "Ho Er

Lasthanur Corium  Prassodymium ~ Necdymium Samarium Godolinium ~ Tecblum  Dysproai Holmiom
-t - sl v S iyl i)

89 90 91 02y 98 94 95 96 97 98 9
Actinide
Series

Figure 2. The standard medium-long PT format with the f-elements shown
separated from the main body of the table [40].
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Figure 3. PT proposed by Kaesz & Atkins [7].
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Y | Zr |Nb|Mo| Tc[Ru|Rh|Pd|Ag|Cd| In |Sn|Sb|Te| | [Xe|Cs|Ba
La|Ce| Pr|Nd|PmSm|Eu|Gd|Tb|Dy|Ho|Er Tm|Yb|Lu|Ht | Ta| W (Re|Os| Ir [Pt{Au|Hg| Tl |Pb|Bi |Po|At|Rn| Fr Ra
Ac|Th|Pa| U [Np|PulAmCmBk|Cf |Es |Fm|MdNo| Lr| Rf |DbjSg|Bh|Hs|Mt(Ds|Rg

0o =~ O O B W

Figure 4. PT proposed by Scerri [22].
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Figure 5.The Labarca & Srivaths PT [34].

Hydrogen could be placed in Group 17 (hal-
ogens) above F (cf. Figure 4). A solid argument for
this is that it forms covalent compounds with all
nonmetals, but ionic compounds with alkali metals
and most of alkaline earths (exactly as the halo-
gens). Hydrogen as a simple substance, just like the
halogens, exists in the form of diatomic molecules.
It cannot form free Hions, due to the extremely
high polarizability of the naked proton. Invoking
Sacks [14], “A Coulombic model, in which all com-
pounds of hydrogen are treated as hydrides, places
hydrogen exclusively as the first member of the
halogen family and forms the basis for reconsidera-
tion of fundamental concepts in bonding and struc-
tures. The model provides excellent descriptive and
predictive ability for structures and reactivities of a
wide range of substances... Although unique in
many respects, both physical and chemical proper-
ties of the element conform best — if not perfectly —
with other halogens”. Scerri [22] has also supported
this view (in contrast to his previous opinion [10,
18]), first of all as a result of treating the elements
as basic (and not simple) substances, but also be-
cause if such a scheme is adopted, PT benefits with
one more perfect triad (triad of atomic numbers).
Hernandez & Novaro [32] also give arguments
against placing hydrogen in Group 1, but they are
not saying explicitly that it should lead the halogens
group. ). Although H above F seems a better option
than H above Li, it too suffers from several short-
comings. The atomic term of all halogen atoms is

2Py, and this is a compelling argument against its
assignment to this group, at least for physicists.
Also, the trend of electronegativities in the series H,
F, ClI, Br, | is counterintuitive (one would expect
the first element in a group to be the one with high-
est value for the electronegativity and this is true
for all groups of s- and p- elements, providing hy-
drogen is left aside). Further, all alkali metals react
vigorously (some of them even explosively) with
water, giving MOH and hydrogen gas. The prod-
ucts with the analogous X,0 are MX and M,0, if
an excess alkali metal is used. It would not be pos-
sible to prevent the formation of MOH under simi-
lar experimental conditions, for if that was possible,
Davy could not generate potassium and sodium by
electrolysis of molten MOH! Alkali hydrides are
hydrolized in water giving H, and MOH. No reac-
tion is possible between MX and X,0, at least for X
= F, ClI! Finally, considering the ionization energies
one comes to the conclusion that hydrogen is ‘in-
compatible’ with both Group 1 and Group 17.
Hydrogen has also been placed in group 4,
above carbon [9, 13], on the basis of several argu-
ments: a) Its valence electron shell (1s') is half
filled, as is the shell of carbon (1s°2p®); b) Its elec-
tronegativity is between the electronegativities of C
and Si; c) The types of compounds hydrogen forms
are closely related to the compounds with methyl
(CHj,) instead of H; d) The H-H and C—H bonds are
of comparable strengths etc. While the above is
true, it is highly unusual to put a univalent element
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in a group of tetravalent ones. Neither the atomic
terms of the elements in the carbon family (3P.)
have anything in common with the term for hydro-
gen (°Syy). In our opinion, this is the weakest pro-
posal of all offered so far.

A step forward is the PT of Labarca &
Srivaths [34] (cf. Figure 5), where H is positioned
above both Li and F, thus pointing to a resemblance
of H with both Group 1 and Group 17. To further
advocate this approach, one should be aware that
there are no real arguments, apart from a belief, that
‘every element in PT belongs to one and one only
of the existing groups of elements’. Simplified, that
would read: ‘Every s- or p- element in the PT be-
longs to one of the eight groups headed by the ele-
ments of period 2°. Yes, the latter works perfect for
all s- and p- elements except for hydrogen! In rela-
tion to this, the Labarca & Srivaths approach is a
real success. The questions are: can one do better
than that? Namely, within the frame of Labarca &
Srivaths PT scheme, the problems with the trends
(electronegativity, ionization energy) discussed
above remain. Also, there are pure peculiarities
about hydrogen, specific for this element only. That
is the phenomenon of hydrogen bonding (HB),
where a hydrogen atom is shared between two (or,
very seldom, three highly electronegative atoms).
This unique type of bonding may vary in strength
continuously: on one end, it may approach the
‘bonding strength’ of Van der Waals contacts; on the
other, it may be indistinguishable from a true cova-
lent bond, like in the case of (F-H-F)", where both
FH and HF bonds are identical by symmetry. A
whole continuum of HB strengths is possible. This
has remarkable consequences on the XH stretching
frequencies of a HB species X—H---Y (with X being
proton donor and Y being proton acceptor): from
some 3700 cm™ for a “free’ O—H stretching, to some
500" for very strong O-H-O hydrogen bonds. No
other element in the PT spans such a wide range of
stretching vibration wavenumbers.

Having in mind the above, it might be under-
standable why we agree with Kaesz & Atkins [7],
that H should be placed at a stand-alone position
within the PT. As the authors say: ‘We do not sup-
port the duplication of hydrogen in the periodic
table. Instead, we believe the symbol should appear
only once in the table, in Period 1 but centered be-
tween the alkali metals and the halogens as illus-
trated in the figure. This position is consistent with
the elements at the head of each group being signif-
icantly different from their congeners: hydrogen
lies at the head of the entire table and as such can
be expected to be strikingly different from all the
elements, as is in fact the case’ (cf. Figure 3).

However, the reasoning of Kaesz and Atkins was
criticized by Scerri: “Our current inability to place
hydrogen in the periodic table in an unambiguous
manner should not lead us to exclude it from the
periodic law altogether, as Atkins and Kaesz seem
to imply in removing hydrogen from the main body
of the table. | suggest that hydrogen is as subject to
the periodic law as all the other elements are”.
Now, the latter conclusion isn’t quite true. Of
course, hydrogen was not ‘excluded’ from the PT.
It is well within it. However, it is not placed in any
of the groups in this table. We do not see why such
an approach would not be a legitimate one? Espe-
cially, when one recalls that the leading elements
(Li, Be, B, C, N, O and F) show a certain extent of
‘exotic behaviour’, when compared with those be-
low them in the group. The diagonal relationships
in the PT [24] (i.e. similarities between Li and Mg;
Be and Al; B and Si, and to a lesser extent of C and
P) are well known for a long time. These similari-
ties might be, at least in part, related to the fact that
atoms of the elements of the second period do not
have (empty) d-orbitals of energy comparable to
that of the valence electrons, unlike their heavier
analogues. A similar, but much more pronounced
‘exotic behaviour’ could then be a priori expected
for hydrogen, being a first period element (and thus
having no energetically close p-orbitals). If the
former is true, the logical consequence would be to
give it a special position in the PT, exactly as Kaesz
& Atkins did!

To end this discussion, we will very briefly
point to the similar dilemma about the true position
of He in the PT [19, 23, 31, 34]: shall it be put
above Be or above Ne? Actually, it is only the elec-
tron configuration and the atomic spectra of He that
matches those of alkaline earths. The atomic term
of helium is equal to both terms of the alkaline
earths and noble gases, namely 'S,. However, there
is a lack of real chemistry of He (with a single ex-
ception, the synthesis of Na,He under some really
extreme experimental conditions, that has just re-
cently been published [38]). The former is in line
with the properties of noble gases (showing, once
again, a pronounced trend of increasing reactivity
when going from He to Xe). Chemically, helium
has nothing in common with typical metals, as are
alkaline earths and the latter fact fully justifies its
position in the PT as the first noble gas (and the
least reactive element in PT).

Acknowledgement: The authors are indebted
to one of the reviewers for pointing to an error in
the citations, and also for clarifying that Mendeleev
actually placed hydrogen at two different positions
in PT.
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3A 'BUCTUHCKOTO MECTO' HA BOJOPOAOT BO IIEPUOJHUOT CUCTEM

Baagumup M. Ierpymescku’ , Jyaujana LiBeTkoBui’

"MuctutyT 32 Xemuja, IpupogHo-MaTeMarnuky pakynrer, Yuusepsurer ,,CB. Kupun n Meromuj,
Ckorje, Penybnnka Makenonuja
2 . . . .
3eMjoeNncku MHCTUTYT, Y HuBep3uTeT ,,CB. Kupui u Metoauj“, Ckonje, Penyonika Makenonuja

Bo nocnenHo BpeMe ce MO3HATH HEKOJKY OOMIH Yhja aMOHMIIMja € Ja ce yKake Ha "BHCTHHCKOTO MecCTO" Ha
BOZIOPOZOT (IIOHEKOTAII M XEIMyMOT) BO IIEPHOJHUOT CHCTEM Ha eneMeHTHTe. [10CTojaT BKYIHO MEeT pa3indHHi BUAA
apryMeHTH KOW IOBexyBaaT no cieguute 3akiaydonu: (1) Bomopomor Tpeba ma ce craBu BO IpBarta rpyma, Hal
mutryMoT; (2) Bomopomot Tpeba ma ce craBa Bo 17-tarta rpyma, Hax ¢imyoport; (3) Bomoponor Tpeba na ce ctaBu BO
14-taTa rpyna, Hax jarneponoT; (4) BomoponoT Tpeba ma Ouae moctaBeH HaA TUTHYMOT U (iryopoT u (5) BOOOpoaoT
Tpeba -1a ce TpeTHpa Kako YHHKATE€H €JIEeMEHT M Ja Cé CMECTU LIEHTpalHO BO HEPHOJHUOT cucTeM. Mako cure
NPEIo3H ce 3aCHOBAAT Ha apryMEHTH, HE CUTE ITOHY/ICHU apr'yMEeHTH 3By4aT M0JIeTHAKBO yOeanuBo. [1o KpuTuukoro
NpEUCIUTYBakbe Ha MOHYICHHUTE apryMEHTH, HampaBeH € o0ua Ja ce u3depe HajmoOpaTa MOXKHA IMO3WLHMja 3a
Bogopoa. Ce crioMeHyBaaT M HEKOJIKY 300pOBH U 3a CTpykTypaTa Ha Ilepumomnmor CucreM Maca U 3a odunmu 3a
HETOBOTO PEOPraHU3HPaAE.

K.]'ly‘-l]-[l/l 360pOBl/l: BOJIOPO/; MeCTOHOJ’IO)K6a; NEPUOACH CUCTCM; TPCHAOBH; BOAOPOJHA BPCKa
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VERY LOW H-O-H BENDING FREQUENCIES. VI. VIBRATIONAL SPECTRA
OF CdCl,-H,0*

Viktor Stefov'?", Metodija Najdoski 2, Bernward Engelen®, Zlatko llievski*, Adnan Cahil**

YInstiute of Chemistry, Faculty of Natural Sciences and Mathematics, Ss. Cyril and Methodius University,
P.O. Box 162, 1001 Skopje, Republic of Macedonia
ZResearch Center for Environment and Materials, Macedonian Academy of Sciences and Arts, Skopje,
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*Anorganische Chemie, Universitat Siegen, 57068 Siegen, Deutschland
*Pedagogical Faculty, Ss. Cyril and Methodius University, Skopje, Republic of Macedonia

e-mail: viktorst@pmf.ukim.mk

The infrared and Raman spectra of CdCl,-H,O as well as those of a series of its partially deuterated analogues
were recorded at room and at liquid-nitrogen temperature (RT and LNT, respectively). The combined results from the
analysis of the spectra were used to assign the observed bands. In the difference IR spectrum of the compound with
low deuterium content (=~ 4 % D) recorded at RT, one broad bands is observed at around 2590 cm ™ while in the LNT
spectrum two bands appear (at 2584 cm™ and 2575 cm ). The appearance in the LNT spectrum of these two bands
which are due to the stretching OD modes of the isotopically isolated HDO molecules points to the existance of two
crystallographically different hydrogen bonds and is in accordance with the structural data for this compound. In the
LNT infrared and Raman spectra of the protiated compound, one band, at 1583 cm™, is observed in the region of the
bending HOH vibrations with a frequency that is decreasing with lowering the temperature. An interesting finding
related to this band is that its frequency is lower than that for the water molecule in the gas phase (1594 cm ™). In the
RT and LNT IR spectra, only one strong band (at 560 cm ) is observed in the region of the librations of water
molecules (700 cm ™ — 400 cm™Y).

Key words: cadmium chloride monohydrate; infrared spectra; Raman spectra

INTRODUCTION spectra of this compound and its deuterated

analogues recorded at RT and LNT have not been

Various types of aquahalogeno complexes
have been studied in the last decades by the
structural chemistry group at the Institute of
Chemistry, Faculty of Natural Sciences and
Mathematics in Skopje. Continuing our research in
studying the vibrational spectra of aquahalogeno
complexes [1-16], in this work we report the
results from the analysis of the infrared and Raman
spectra of the protiated cadmiun chloride
monohydrate (CdCl,-H,O) and its deuterated
analogues recorded at room temperature (RT) and
at the liquid nitrogen boiling temperature (LNT).
To the best of our knowledge, the IR and Raman

previously studied and reported.

The structure of CdCl,-H,O has been
determined by single-crystal X-ray diffraction [17].
It was found to crystalize in the orthorhombic space
group Pnma with a = 925(2) pm; b = 377.6(8) pm;
¢ =1189(2) pm and four formula units in the unit
cell. The crystal structure consists of
m-symmetrical [CdCls(H,O)] octahedra sharing
edges to form [Cd,Cly;p(H20),], columns along
[010], the columns being connected by O-H---Cl
bonds of the H,O molecules. There is only one type
of water molecules in the structure. The positions
of the hydrogen atoms have not been found, but

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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from the surrounding of the oxygen atoms, it may
be deduced that the water molecules are trigonally
coordinated and oriented in the mirror planes of the
structure forming two different weak and strongly
bent hydrogen bonds of the O-H---ClI type to two
different but symmetry related ClI atoms (Cl; and
Cly) with O---Cl distances of 330(3) pm and
321(3) pm. The Cd-O distance is 232(2) pm. It
should be noted here that the hydrogen bond
acceptor angle Cl,-0,~Cl, is 132.6(8)° and is
among the highest angles of this type found in solid
hydrates [18].

EXPERIMENTAL

Synthesis of CdCl,-H,0 and its deuterated
analogues

The monohydrate of cadmium chloride used
in the study was a commercial compound from
Merck (Darmstadt, Germany) with a pro analysis
purity. It is soluble in water, so that
recrystallization was performed from water and
well shaped crystals were obtained. To check its
identity, an X-ray diffractogram of a powder
sample was obtained and analyzed, which
corresponded to the one for CdCl,-H,O — JCPDS
(PDF-00-027-0073).

The deuterated analogues were prepared by
dissolving a small amount of the protiated com-
pound in H,O-D,0O mixtures of appropriate compo-
sition. The crystallization of these solutions was
carried out in a vacuum desiccator over silica.

Recording of spectra and X-ray diffractograms

The infrared spectra were recorded of oil
suspensions in Nujol and Fluorolube using the
infrared interferometer Perkin-Elmer System 2000 in
the spectral range from 4000 cm™ to 370 cm™ by
accumulating 32 scans with a resolution of 2 cm™
and 4 cm™. The spectra were recorded at room
temperature (RT) and the liquid nitrogen boiling
temperature (LNT). The low temperature measure-
ments were made in a specially designed cell P/N
21525 (Graseby Specac). For collecting and
processing the Fourier-transformed infrared spectra
the software packages GRAMS ANALYST 2000
[19] and GRAMS 32 [20] were used.

The Raman spectra were recorded at room
temperature using the LabRam 300 (Horiba Jobin-
Yvon) micro-Raman spectrometer with a He—Ne
laser (red) at 633 nm and a Nd:YAG laser (green)
at 532 nm. Olympus MPIlanN microscope with an

enlargement factor 50 was used for focusing the
laser. The spectra were recorded in the region from
4000 to 100 cm™* by accumulation of 15-30 spectra
with a resolution of 2 cm™ using a grating with
1800 lines/mm. The low temperature Raman
spectra were recorded in glass capillaries using the
Fourier-transforme Raman spectrometer RFS 100/S
(Bruker) with Nd:YAG laser excitation at 1064 nm
(resolution of 2 cm™). The software packages
GRAMS ANALYST 2000 [19] and GRAMS 32
[20] were used for collecting and processing the
Raman spectra.

The X-ray diffractograms of powdered
samples (XRPD) were obtained using a Rigaku
Ultima 1V diffractometer with CuKa. radiation with
a generator with 40 kV voltage and 40 mA current.
The powdered sample was placed on a silicon
sample holder and data were collected at room
temperature using a D/tex detector in the 26 region
from 5 to 70° with a recording speed of 10°/min.

RESULTS AND DISCUSSION

The infrared spectra of CdCl,-H,O recorded
in Nujol mull (N) at room temperatute and at the
boiling temperature of liquid nitrogen are shown in
Fig. 1, and the Raman spectra recordet at RT and
LNT are presented in Figure 2.

Internal vibrations of water molecules

Group theory considerations suggest that
three IR and three Raman active internal vibrations
of the water molecules are expected due to the
existence of a static field (Table 1). If the
correlation field is also taken into consideration, the
number of bands would significantly increase.

Transmittance

N

4000 3400 2800 2200

1600

1000

Wavenumber/cm™!

Figure 1. Infrared spectra of CdClI,-H,O recorded in Nujol
(N) at RT (upper curve) and at LNT (lower curve).
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Stretching vibrations of water molecules

In the IR spectra of CdCl,-H,O recorded at RT,
two intensive bands, at 3525 cm* and 3470 cm?,
appear in the region of the OH stretching vibrations
(Fig. 1, upper curve). In the same region, four
intensive bands are observed at 3540 cm ™, 3520 cm ™,
3475cm™ and 3462cm™ in the LNT spectrum
(Fig. 2, lower curve) as a result of correlation splitting
of the antisymmetric and symmetric stretching HOH
modes (Table 1). In the same region of the IR
spectrum, one low intensity band is observed at 3133
cm* what might be attributed to a second order
transition of the bending HOH modes. In the Raman
spectrum recorded at RT, the corresponding bands in
this region appear at around 3470 cm™ and 3139 cm™*
(Fig. 2, lower curve) whereas in the LNT spectrum,
they are found at 3520 cm*, 3467 cm * and 3130 cm ™
(Fig. 2, upper curve).

I D

|
i —
._“,I._._...J'

Raman Intensity

o W"“\‘"
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4000 3400 2800 2200 1600 1000 400

Wavenumber/cm !

Figure 2. Raman spectra of CdClI,-H,O recorded at RT
(lower curve) and at LNT (upper curve).

In the difference IR spectrum of the
compound with low deuterium content (= 4 % D)
recorded at RT, one broad band is observed at
around 2590 cm™, and two bands (at 2584 cm™ and
2575 cm™) appear in the LNT spectrum which are
due to the uncoupled O-D stretching modes of
isotopically isolated HDO molecules (Fig. 3). The
presence of these two bands in the LNT spectrum is
in accordance with the structural data of this
compound [17], i.e. with the existence of two non-
equivalent hydrogen bonds. The slight frequency
difference between these two bands indicates that
the force field for these two OD stretching
vibrations is almost identical. This conclusion is
strenghted by the spectral picture in the region of
OD stretching modes for the series of partially
deuterated analogues of the studied compound
(Fig. 4). To be exact, in this region of the spectra of

the deuterated analogues, the increase of the
deuterium content leads to the appearance of new
bands symmetrically distributed around the two
bands at 2584 cm® and 2575cm™. These new
bands, found at 2628 cm* and 2535 cm™, certainly
originate from modes of isolated HDO molecules
and can be attributed to the antisymmetric and
symmetric stretching vibrations of the D,0O
molecules. In the Raman spectrum of the analogue
with the highest deuterium content recorded at
LNT, the corresponding bands appear at 2635 cm*
and 2543 cm™, respectively (Fig. 5).

‘""\\_‘_‘
"
P
.
=
8
E
E
=
e
=
2620 2600 2580 2560

Wavenumber/cm™

Figure 3. Deconvoluted difference infrared spectra
recorded at RT (upper curve) and at LNT (lower curve) in
the region of the v(OD) vibrations, obtained by subtracting

the respective spectrum of the protiated sample of
CdCl,-H,0 from the spectrum of the analogue with low
deuterium content (= 5 % D).
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Figure 4. Infrared spectra of CdCl,-H,0O and its partially
deuterated analogues recorded at LNT in the region of the
OD stretching vibrations (the content of deuterium
increases from top to bottom, offset spectra are presented).
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Table 1. The unit-cell group analysis for the internal and external vibrations
of the water molecules in CdCl,-H,0

Internal vibrations

C2v Cs D2h

A (2)
By (1)
Bag (2)

ve, 8 A A (2) Bag (1)

A (1)
B, A" (1) Bu (2)
By (1)
BSu (2)

Librations

Cs D2h
Ay (1)
By (2)

A (1) BZg (l)
Bsg (2)

A" (2) As (2)
Blu (1)
B2 (2)
B3u (1)

Hindered translations

C D2
Aq (2)

Byg (1)
>A’ @ Bz, (2)
Bsg (1)

A A (1)
Bz Blu (2)

Bzu (1)
B3u (2)
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2543

Raman Intensity

Wavenumber/cm-!

Figure 5. Raman spectrum of the nearly fully deuterated
analogue of CdCl,-H,O recorded at LNT in the region of
the OD stretching vibrations.

The temperature shift of the OD stretching
mode frequencies of the isotopically isolated HDO
molecules (see Fig. 3) is positive, i.e. dv/dT > 0.
According to Falk et al. [21], this would point to lin-
ear hydrogen bonds. Contrary to that, the X-ray dif-
fraction data [17], require strongly bent O-H---Cl
hydrogen bonds since the hydrogen bond acceptor
angle Cl,—O,~Cl; is 132.6(8)°. A similar behavior
has been found for trans-[CrCly(H,0),]CI-2H,0
[12]. This means that the finding of Falk et al. [21] is
not applicable in these cases.

It should be mentioned that in the case of the
alkaline earth halide monohydrates MX;-H,O (M =
Sr, Ba; X = Cl, Br, 1), the temperature dependence
of the OD stretching mode frequencies of
isotopically isolated HDO molecules is negative
(dv/dT < 0) [22]. In these hydrates, the water
molecules are positioned in a three-dimensional
[M:--O---M---0O], framework showing the same
crystallographic symmetry of H,O and its atoms as
found for CdCl,-H,O forming also weak but this
time bifurcated hydrogen bonds to the surrounding
halide ions with O---Cl distances between 310.4(3)
pm and 344.6(3) pm [23], i.e. the temperature de-
pendence of the OD stretching mode frequencies of
the isotopically isolated HDO molecules for the
alkaline earth halide monohydrates MX,-H,O (M =
Sr, Ba; X = CI, Br, 1) is in accordance with the
finding of Falk et al. [21].

A more thorough explanation of the tempera-
ture dependence of the OD stretching mode
frequencies of isotopically isolated HDO molecules
of CdCl,-H,O and trans-[CrCl,(H,0),]Cl-2H,0
could be given if comparison would be made on the
basis of the respective structure data determinated
by neutron diffraction analysis at room and low

temperature. Unfortunately, the crystal structures of
these two chloride hydrates have been determined
by X-ray diffraction and only at room temperature.

Bending vibrations of water molecules

The region of the bending vibrations of water
molecules in the vibrational spectra is very
interesting as the subtitle of the paper suggests. In
the RT and LNT infrared and Raman spectra of the
protiated compound (4 % D0, Fig. 6 a and b), one
band is observed in the region of the H-O-H
bending vibrations with a frequency that is
decreasing with lowering the temperature.
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Figure 6. Infrared (a) spectrum of CdClI,-H,O recorded at
RT (upper curve) and at LNT (lower curve) and Raman (b)
spectrum of CdClI,-H,O recorded at RT (lower curve) and at

LNT (upper curve) in the region of the HOH bending
vibrations.

In the RT spectra, this band appears at
1588 cm*, and in the LNT spectra it is found at
1583 cm™. The appearance of a single band at 1583
cm ' in both the IR and Raman LNT spectra (Fig. 6
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a and b) of the protiated analogue is in accordance
with the existence of one crystallographically
different type of water molecules in the structure.
The fact that the frequencies in the two types of
spectra coincide indicates an absence of the
correlational splitting of modes. An interesting
finding related to this band is that its frequency is
lower than that for the water molecule in the gas
phase, which is 1594 cm™ [24], whereas in solid
hydrates these frequencies are most often higher
[25-27]. The appearance of the bending HOH
modes at such a frequency corresponds to the
existence of a very large Cl---O---Cl; angle, which
is 132.6(8)° [17]. Soptrajanov [28, 29] has
explained the differences of the frequencies of the
bending vibrations between those of water
molecules in the gas phase and those in solid
hydrates with the respective differences of the
structural features of water molecules.

In the region of the HDO and DHO bending
vibrations, only one band is observed (at 1397 cm™)
in the LNT IR and Raman spectra of the compound
with low deuterium content instead of the expected
two (Fig. 7). Similar to the case of the two OD
stretching vibrations of the isotopically isolated
HDO molecules, this suggests that the force fields
for the HDO and DHO modes are practically
identical. This means that the stretching and
bending vibrations are like those of a symmetric
water molecule, rather than the asymmetric one
indicated by the available crystal structure data
[17].
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Figure 7. Infrared spectrum (lower curve) and Raman
spectrum (upper curve) of CdCl,-H,O analogue with low
deuterium content (= 5 % D) recorded at LNT in the region
of the HDO and DHO bending vibrations.

External vibrations of water molecules

By incorporation of the water molecules in a
crystal, the rotational and translational modes of the
free water molecules become vibrational modes. To
distinguish these modes from the modes of free
water molecules they are referred to as hindered
rotations and hindered translations. Hindered
rotations are also called librations and the three
librational modes of water molecules are denoted as:
rocking, wagging and twisting. Bands from
librational modes in the vibrational spectra are often
found in the region between 1000 cm ™ and 300 cm™
[30]. As a rule, the bands from these modes are
with higher intensity in the IR spectra than in the
Raman spectra (see e.g. [31]).

Besides rotations that become librations in a
crystal, the three translations of the structural units
also become vibrations i.e. external vibrational mo-
des. For coordinated water molecules, these latter
vibrations have the character of metal-water modes.
Hindered translations of water molecules that are not
coordinated to a metal usually appear below 300 cm™,
whereas for coordinated water molecules they
appear in the region between 500 and 300 cm ™ [25].

The librational modes have been reviewed
and results from systematic studies are published in
the works of Falk and Knop [24], Tayal et al. [30]
and Lutz [27]. In spite of the thorough studies,
there are still unresolved questions related to the
nature of the three librational modes, their expected
frequencies, criteria for their exact assignment as
well as the expected intensites of the bands from
the librations of the water molecules in the IR and
Raman spectra.

The librations are very sensitive to the effects
related to the environment of the water molecules.
Thus, changes in the structural features from one
solid hydrate to another, as well as changes in
temperature or isotopic substitution, have more
pronounced effects on the frequency, halfwidth and
intensity of the librational bands than on the bands
from internal vibrations of water molecules.

The results for the vibrations of the primitive
cell of the investigated compound (Table 1) show
that, in absence of correlation field, the expected
number of bands due to librations of water
molecules in the IR and Raman spectra is three. If
there is a correlation field, four bands are expected
in the IR spectra and six bands due to librational
HOH modes are expected in the Raman spectra.

The location of the bands from librations is
facilitated by studying the isotopic H,O/D,0 and the
H,O/HDO frequency shifts in the vibrational spectra
[32, 33] as the following discussion will show.
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In the RT and LNT IR spectra, only one
strong band at 560 cm™ is observed in the region of
the librations of water molecules and, surprisingly,
it is not temperature sensitive (Fig. 1). In the LNT
Raman spectrum, one broad band with lower
intensity is found at 568 cm™ (Fig. 3). The
appearance of only one intensive band suggests that
all three librational modes (pure or mixed) have
approximately the same frequency. In fact, the
model calculations of Eriksson and Lindgren [34]
have shown that in the case of C; (oy, — plane) local
symmetry (as is the case with cadmium chloride
monohydrate), there is an intensive mixing of the
wagging and twisting modes.

Considering the existence of weak hydrogen
bonded water molecules, water librational bands
could be expected below 400 cm™ (see e.g. [30]
and [35]). However, since we have studied the
infrared spectra in the region only down to 400 cm™,
such bands could not be observed in our infrared
spectra. Thus we shall limit our dicussion to bands
appearing above 400 cm™ .

In the LNT IR spectra of the partially
deuterated analogues, new bands, not present in the
spectra of the protiated compound, appear at around
480 cm™ and 427 cm™ with intensities increasing
as the deuterium content increase (Fig.8), the
frequency factors for the H,O/D,0 and H,O/HDO
isotopic shifts being 1.32 and 1.16, respectively.
Such values are sufficient to assign the observed
bands to librations, the higher-frequency band
attributable to HDO librations and that at 425 cm™*
to D,O librations.

Transmittance

450

1 1 1 1 i
700 600 500

Wavenumber/cm™
Fig. 8. IR spectra of CdCl,-H,0 and its partially deuterated
analogues recorded at LNT in the region of the HOH
external vibrations (the content of deuterium increases from
top to bottom, offset spectra are presented).

In the LNT Raman spectra of the protiated
compound and the compound with the highest
deuterium content (Fig. 9) bands are observed at
334/323 and 173/164 cm* (the first value refers to
the protiated species and the second to the
isotopomer with the highest deuterium content) that
may be attributed to vibrations with a significant
M-OH,/M-0D, character, whereas the
corresponding bands at 223 cm™® and 205 cm™
should be attributed to M—-CI modes. It is, of
course, possible that some librational character
could be present in the corresponding vibrational
modes.

[ 164

324

Raman Intensity

350 250 150
Wavenumber/cm™

Fig. 9. Raman spectra of CdCI,'H,O (lower curve) and its
almost completely deuterated analogue (upper curve)
recorded at LNT in the region of the HOH external
vibrations.

CONCLUSION

This paper presents a detatiled interpetation
of the vibrational spectra of crystalline cadmium
chloride monohydrate, CdCl,-H,O, and its
deuterated analogues. The analysis of the infrared
and Raman spectra shows good agreement with the
structural data. In the LNT infrared and Raman
spectra of the protiated compound, one band, at
1583 cm™, is observed in the region of the bending
HOH vibrations. An interesting finding related to
this band is that its frequency is lower than that for
the water molecule in the gas phase (1594 cm™),
whereas in solid hydrates these frequencies are
most often higher. Appearance of a band at such a
low frequency in the region of HOH deformations
can be correlated to the specific structural features
of the water molecules in this compound.
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MHOI'Y HUCKHN H-O-H JE®OPMAIIMOHU ®PEKBEHIIUU. VI. BUBPALIUOHU
CIHEKTPH HA CdCl,-H,0

Bukrop CTeq)onl’ 2, MeTtoamja Hajz[oclml’ 2, bepuapn EHFe.T[eHS, 371aTKO I/IJIHeBCRI/Il,

g

AnHaH Kaxua®*

"MucTuTyT 3a Xemuja, [IpupoHo-MaTeMaTHuky (akynrer, Yaupepsurer C Kupun n Meroauj, 1001
Ckorje, Penybonnka Makenonuja
’HcTpakyBauku EHTAp 3a JKHBOTHA CPEIMHA M MaTepHjany, MakeIOHCKa akaeMuja Ha HayKHTE i
ymetHoctHTe, Crorje, Penyonuka MakenoHuja
*UncTuTyT 32 HeopraHcka xemuja, Y HuBep3utet Bo 3ureH, 57068 3uren, [epmannuja
*MHenaromxu paxynrer, Yausepsurer Cs Kuprn u Meronuj, 1001 Cxomje, Penry6nuka Maxenonuja

Wudpanpsenute u pamarckute crekrpu Ha CACl,-H,0 1 Ha HeroBuTe mapimjaiHo AeyTepupaHy aHajao3u Oea
CHUMEHM Ha coOHa TeMmIepaTypa M Ha TeMmIeparypara Ha BpHEHke Ha TeueH a3oT. CeBKYNHHTE Pe3yNTaThH Oj
aHajM3aTa Ha CHEeKTpuTe Oea KOPUCTEHM 3a acHTHallija Ha COOJBETHUTE JIeHTH. Bo nudepeHTHHOT MHpanpBeH
CIIEKTap Ha COEIUHEHHETO CO HUCKa COApXKUHA Ha jaeyTepuyM (= 4 % D), cHuMeH Ha coOHa TeMmmeparypa, BO
noapadjto Ha BanenTHHTe O—D € HajaeHa efHa WHpPOKa JeHTa Ha okoxy 2590 cm ) 1oJeKa BO CIIEKTApOT CHUMEH Ha
HHCKA TEMIIepaTypa ce MojaByBaar aBe Jentr (Ha 2584 cm ™ i 2575 cm™). ITojaBaTa Ha OBHe JBE JICHTH OJ] BATICHTHH
OD wmozoBH Ha u3oTONCKU M3oupanute HDO Mouiekyiu ykaxKyBa Ha MOCTOCH:E Ha JBE KPUCTATIOrpapCKu pa3iuIHu
BOJIOPOJZIHY BPCKH ILITO € BO COMIACHOCT CO CTPYKTYpHHUTE nonaronu. Bo nHdpanpBeHuTe 1 BO paMaHCKUTE CHEKTPU
HA TIPOTHPAHOTO COEIMHEHHE CHUMEHH HA HUCKA TEMIIEpaTypa, eIHa IeHTa, npu 1583 ¢cm ™, e Hajiena Bo oGmacta Ha
nedopmaumonnte HOH BuOpanuu, unja hpexBeHIMja ce CHIXKYBA CO HAMallyBake Ha Temreparyparta. MHTepecHo e
mTo (hpeKBEHIMjaTa HA OBAaa BHOpAIMja ¢ MOHMCKA O] OHAa Ha MOJEKyJaTa Boja BO racHa ¢asa (1594 cm™). Bo
MH(PALPBEHUOT CIIEKTAap CHUMEH U Ha cOOHA M Ha HHCKa TeMIlepaTypara Bo o0nacta Ha JTUOpalUnuTe Ha MOJICKYJIUTE
Boza (700 cm™ — 400 cm™) ce mojaByBa camo ejHa MHOTY HHTCH3HMBHA JIeHTa Ha 560 CM .

Kiyunu 300poBH: KagMIyM XJIOpUI MOHOXUAPAT; HH(PALPBEHN CIIEKTPH; PAMAHCKHU CIIEKTPH
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THE LANGUAGE REQUIRES RESEARCH®

Zuzanna Topolinska

Research Center for Areal Linguistics, Macedonian Academy of Sciences and Arts,
Skopje, Republic of Macedonia

e-mail: zuzana@manu.edu.mk

This paper focuses on some of the more serious issues faced by the Macedonian language. One of them, is cer-
tainly the lack of a serious scholarly Macedonian grammar that shall be up-to-date with the development of the lan-
guage which, like all other languages, is a complex adaptive system. Consequently, there is a lack of a historical
grammar and modern language grammar. Another serious issue identified is the unfinished work on the Macedonian
dialect dictionary and, in general, the inadequate care for dialectology. In the first part of the paper, we highlight the
link between the need for greater linguistic research and the fact that this volume of the journal Contributions is dedi-
cated to the marking of the 80th birthday of academician Bojan Soptrajanov, our "honorary linguist".

Key words: Macedonian language, history of Macedonian language research, dialectology, historical grammar

Having the opportunity to take part in the cel-
ebration of the 80™ birthday of academician Bojan
Soptrajanov, I would like to take advantage of it to
also discuss the issues stated in the title of this paper.

Years ago, right after the establishment of the
Research Center for Areal Linguistics at MASA
(Macedonian Academy of Sciences and Arts), we
the "centrists" bestowed the title of an honorary lin-
guist to academician Bojan Soptrajanov because we
were impressed by his understanding of the tasks of
linguistics, his real interest in the matters of our lan-
guage, his publications dedicated to the scientific
and professional terminology of his discipline —
chemistry [1-10], as well as his frequent attendance
and active participation in our linguistic events.

However, regretfully, this dedication to his
language is not a typical attitude either for most
Macedonians, or for his colleagues at the Universi-
ty or at MASA.

RESEARCH IS REQUIRED
On one occasion, when | was trying to ex-

plain the pressing need to publish a contemporary
grammar of the Macedonian language, | heard a

colleague commenting: "Grammar! We already
have a grammar! I studied grammar... "

Macedonians, or rather Macedonian intellec-
tuals, usually share a conviction that the established
structure of the standard language, fixed down over
70 years ago, is a heritage that we need to nurture
and to preserve its purity and inviolability. It never
occurs to them that language is a living dynamic
structure, with the best proof of the success of its
standardization is the fact that this very same struc-
ture has shown to be resilient and capable of further
development. The language is capable of evolving
and adapting to the dynamic world which we live in,
while the task of the linguists is to document and
interpret the new phenomena and incorporate them
in the new editions of the Macedonian Grammar...
That is why, when | received the invitation to con-
tribute to the volume dedicated to our honoree, | saw
it as an opportunity to explain to our readers the ex-
tent to which the Macedonian linguistic library is
impoverished and outdated.

HISTORICAL BACKGROUND

The primary scholarly grammar of the Mac-
edonian language is the authorial monograph by

*Dedicated to academician Bojan Soptrajanov on the occasion of his 80™ birthday
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Blaze Koneski [11], which has last been revised
more than 40 years ago. To reiterate: an authorial
monograph, an original work written by a genius
poet and a linguist with a rarely seen intuition. It is
a work that lends itself to new discoveries at every
reading, while at the same time brings back memo-
ries of the many times when I came to Blaze with
linguistic inquiries only for him to refer me to his
Grammar where he had already resolved the issue
in question. However, this is not a grammar intend-
ed for work with students, let alone younger chil-
dren, because much of the information is implicitly
incorporated in the text of the book. On top of that,
during the past 40 years our world has undergone
rapid change, intensive development and transfor-
mations, while linguistic theory has been upgraded
and new theories have been developed bringing
new interpretations. Parallel to this, Macedonian
standard language has also been evolving, constant-
ly being enriched and adapting to the changes in the
society it lives and serves to. The language as it is,
represents a so-called "complex adaptive system" —
a working concept utilized by many exact sciences,
one of which is linguistics.

The foundations of Macedonian linguistics
during the early years of the young Republic were
planned and laid with great thought and care, the
process being lead and decisions made by special-
ists full of passion and love for their language and
profession. Yet, in due time as they started to leave
us, the awareness about the linguistic priorities got
lost along the way. We have a series of monographs
dedicated to specific components of grammar, such
as syntax, word formation, idiomatic expression,
yet they are harmonized neither from a theoretical,
nor from a terminological point of view. Though,
what is most evident is that their authors are not up
to date with the developments in linguistic theory
that are happening abroad, nor do they always fol-
low or read each other’s work, let alone discuss it
publicly. The guidelines for lecturers and proof-
readers have not been changed for the past 70
years, failing to take into account the changes that
have occurred in the language itself. Our general
care for the language which is declared at every
possible occasion represents de facto a care for the
immutability of the language, in other words it
comes down to blocking its natural evolution.

Our Macedonian library lacks works which
would illustrate the continued development of the
Macedonian language system from its distinction
from the old Slavic community until today. Unlike
the customary practice in the Slavic northern coun-
tries where students are handed both a descriptive
grammar and a historical grammar that depicts the

history of the evolution of the grammatical system,
the university curricula here only includes, unfortu-
nately less and less, dialectology. This is under-
standable considering the fact that the standardiza-
tion occurred quite late in the whole Slavic South,
while dialects have remained quite alive and vi-
brant to this very day, containing the overall infor-
mation about the pre-standard, mostly oral history
of the language. Still, this aspect of dialectology as
a linguistic branch of science is not sufficiently
evaluated. In the work of B. Vidoeski [12-16], the
Macedonian dialect complex is covered in its en-
tirety and its evolution is presented along the main
lines with a special focus on the western dialect as
the basis for standardization. Yet, most readers,
predominantly student readers, do not comprehend
Vidoeski’s works as a veritable history of the Mac-
edonian language, while the existing studies on the
history of the language by B. Koneski [17] or by P.
llievski [18] only concern the so-called external
history of the language, its contact with other lan-
guages, its presence in written documents, its social
status, etc. The only exception (initiated by an out-
side scholar, Shevelov who was the driving force
behind the series!) is the "Historical Phonology" by
Koneski [19], which has recently been published in
Macedonian to the satisfaction of all of us.

It is regretful that all the preparations for the
development of a Macedonian dialect atlas which
Vidoeski almost saw through to the end [15] (ques-
tionnaire with a rounded network of reference
points, completed exploration, drafted demographic
descriptions of the villages) were shelved after his
death and the passing of Dr. Ubavka Gajdova. Even
the card index is still to be digitalized, while its old
discolored cards are slowly deteriorating.

If a linguist interested in Macedonian would
come to visit us from abroad, we wouldn’t be able
to offer him or her either a descriptive or a histori-
cal grammar, let alone an atlas or a dictionary
which meets any of the modern standards. Let’s not
even talk of “items of luxury” such as etymological
dictionaries, terminological dictionaries or the like.

Fortunately (?!), we rarely have visits from
foreign colleagues because our linguists have very
limited contacts within international professional
circles. So much for the promotion of the Macedo-
nian language worldwide!. Yet, we need to point
out that a comprehensive linguistic analysis of the
Macedonian standard language and its dialects
could offer a great deal of interesting information to
all interested parties, not only about Slavic and
Balkan linguistic relations, but also regarding the
natural language itself and the directions of its evo-
lution. The long centuries of mainly oral commu-
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nication without any intervention from the norm
have allowed the old and inherited — some even
from ancient Slavic times — developmental tenden-
cies to take further shape and evolve, while at the
same time enabling the system to adapt to the mul-
tilingual Balkan environment.

The language is supposedly the most ideal in-
carnation of our thoughts, it is one of the essential
keys to the understanding of the mechanisms of the
functioning of the human brain... We can learn quite
a lot, only if we allow it to develop spontaneously.

LOOKING TO THE FUTURE

Unfortunately (or maybe not...), we cannot im-
port textbooks for learning Macedonian from Harvard
or Oxford — they have to be developed here, by our-
selves. For that to be achieved, we need a) societal
support and b) human resources... Slowly, but surely,
there is an ever growing group of young people who
enjoy to read and think, and whose main interest is the
Macedonian language. There is also ever growing
support and understanding by the general public about
the importance of the language for all of us and what
our language needs and expects from us.

Our honoree should be given great credit for
his contribution in the achievement of all of the
above, for which I am deeply grateful to him. | hope
that with his and the help of all that share his ideas
and principles we shall be able to ensure that our
scientific community, MASA, the universities, as
well as the media are up to the task and overcome in
a dignified manner all the challenges they face.

SUMMARY

This paper focuses on some of the more serious
issues faced by the Macedonian language. One of them,
certainly is the lack of a serious scholarly Macedonian
grammar that shall be up-to-date with the development
of the language which, like all other languages, is a
complex adaptive system. Consequently, there is a lack
of a historical grammar and modern language grammar.
Another serious issue identified is the unfinished work
on the dialectological dictionary and, in general, the in-
adequate care for dialectology. In the first part of the
paper, we highlight the link between the need for greater
linguistic research and the fact that this volume of the
journal Contributions is dedicated to the marking of the
go™ birthday of academician Bojan Soptrajanov, our
"honorary linguist".
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JABUKOT BAPA UCTPAKYBAIBE

3y3ana Tonosaumcka

HcrpaxyBaukyl IeHTap 3a apeaHa JMHIBUCTHKA, MaKeJOHCKa akaJeMuja Ha HAyKUTE U YMETHOCTHUTE,
Ckomje, Penybnka Makenonuja

Bo Tpynor ce HabenexaHn HEKOH O] CEPUO3HUTE MPOOJIEMH CO KOM Ce cpekaBa MaKeJIOHCKHOT jasuk. Enen on
HHB CEKaKO € HEJIOCTaTOKOT Ha CEpHO3HA HaydHa rpaMaThkKa Ha MakeJOHCKUOT ja3UK KOjalliTo Ke ro CIEAH Pa3BojoT
Ha ja3sWKOT KOj, KaKO M APYTUTE ja3suld, € KOMIUIEKCEH afanTuBeH cucTeM. OTTramy, HEeIOCTacyBa UCIUOPUCKA
Zpamaii- uxa. Kako ceproseH npoOiieM € HaBeAeHa HEIOBpIICHAaTa paboTa Ha AMjAIICKTHUOT PEYHHK M, BOOIIIITO,
HEJI0CTaTHATa TPIKa 3a IMjaIeKToJIoTHjaTa. Bo MpBHOT menm ox TPyAOT ce mocodyBa BpcKara Mery morpebara 3a
UCTpaXyBambe Ha Ja3WKOT 1 (aKTOT JIeKa 0BOj Opoj Ha crucaHueTo /Ipuno3u € TIOCBETeH Ha oA0enexyBameTo Ha §0-
THOT poAieH/IeH Ha akaseMuk bojan IllonTpajaHoB, Haml ,,[T0YECEH JIMHIBHCT .

Kiyunn 300poBH: MakeJOHCKH ja3¥K; HCTOPHjaT HA HCTPaXKyBambaTa Ha MaKeIOHCKUOT ja3uK;
JIMjaJIeKTOJIOTHja; UCTOPHCKA TpaMaThKa
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THE ROLE OF WHITESPACE IN NOTICING IN SCIENTIFIC DIAGRAMS®

John Oversby

Science Education Futures, Reading, UK

e-mail: oversby61@gmail.com

Scientic diagrams are one of the tools of explanation, alongside text. The paper is a part of research on the role
of diagrams in learning, here focusing on what is known as whitespace. Whitespace, which is not always white, is
often seen as empty space, that is space without content. However, many diagrams have active whitespace, such the
green background in safety diagrams which indicates action to be taken, and is a positive colour. Some have red
‘whitespace' indicating the danger of undertaking an action. These all promote 'noticing’, that is, drawing features to
the observers' attention as part of the diagram purpose. The paper explores two clear examples on safety diagrams
(signs) and one where observers were unclear about what was whitespace and what was active content.

Key words: scientic diagrams; whitespace; empty space

INTRODUCTION

The role of diagrams in learning in science
education is too often second place to text (words),
even to the point of being central and dominant in
many external assessment programmes. The PA-
LAVA teacher researcher group (www.palava.wik-
ispaces.com), physically located in the UK but hav-
ing a virtual international membership, has been
engaged in investigating representations (models)
in science education for two decades. More recently
PALAVA has targeted diagrams in science educa-
tion. Our aims have been:

1. To characterise the distinguishing features of
scientific explanatory and descriptive diagrams,
as separate from the general category of illus-
trations and graphs;

2. To explore what observers notice in diagrams
and, concurrently, develop the role of the Think
Aloud Protocol as an investigative tool (e.g.
Topsakal and Oversby 2012a, 2012b and 2013).
By notice, we specifically refer to an active form
of seeing that clarifies which features attract at-
tention in the context of scientific explanation.
The Think Aloud Protocol has been designed to

probe tacit thinking by asking participants to
share aloud this thinking with the researcher.
Thinking Aloud contemporaneously seems to
slow down the thinking processes, and often to
stray into episodes of explanation, but is one of
the best methods of exposing thinking. Recalled
and stimulated Thinking Aloud Protocols are al-
so used but can be subject to both forgetfulness
and to rationalisation of immediate thinking.

3. To explore construction of diagrams by individ-
uals and groups for creating a scientific explana-
tion or description. PALAVA has continued to
use the Think Aloud Protocol in these studies.

4. To investigate the role of tactile diagrams

I will use examples to indicate some of the is-
sues involved. Much of the written material around
whitespace comes from marketing and design con-
texts. We have so much to learn from other disci-
plines.

The Chinese Food Guide Pagoda
The Chinese Food Guide Pagoda (Food and

Agriculture Organisation of The United Nations,
2007) below serves as a suitable diagram to demon-
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strate a typical diagram used in science education.
It has elements of icons (pagoda shapes and a male
person), diagrams of different kinds of food, and
significant quantities of text, alongside important
matters such as location.

Apart from the active components there is
much space that is simply there but intended to be
ignored. Traditionally, this space was white (the col-
our of the paper) and was termed whitespace. It indi-
cates a part of a page that is not covered by print or

@ Food Guide Pagoda

graphic matter. However, in the food pagoda a part
that is intended to be un-noticed is grey so that we
can say that the whitespace is grey. In this article,
‘noticing’ is used in the sense of attracting definite
attention, worthy of letting the mind dwell on its
meaning in some way. The food pagoda diagram has
other areas that | believe are not intended to be no-
ticed. Each of the four pagoda levels has a back-
ground of a different colour. These do not appear to
be significant, so could be treated as whitespace.

Chinese Food Guide Pagoda(2016)

Engage in physical activities +

equivalent to 6000 walking steps daily

Active whitespace — safety signs
that are diagrams

The ubiquitous safety sign indicating where
to go in the event of a fire breaking out has a back-
ground of green (right). The green is not only
whitespace but is a positive statement to carry out
an action at a specific time. A group of science
teacher educators ‘noticed’ the text, the arrow, the
icon of the person, and the door, as prominent fea-
tures. The green space was a sub-conscious feature.
There is a green icon, the person, that is intended to
be noticed. So, perhaps there are two kinds of green
in this diagram. One is the green of an icon, and the
other green is active whitespace.

Salt <6g
Cooking oil 25~30g
Milk and dairy products 300g
Soybeans and nuts 25~35g
Lean meats 40~75g
Fish 40~75g
Eggs 40~50g
Vegetables 300~500g
Fruits 200~350g

Cereals, tubers and legumes  250~400g

Whole grai <
el g-i&
Water 1500~1700ml

The second safety sign (below) is also one that
has active whitespace, red. This indicates danger.
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Fire alarm
call point

CONCLUSION

In this paper, | have attempted to illustrate
some research thinking about diagrams, particularly
about whitespace in diagrams. Firstly, whitespace is
not so obvious, as intended, but when it is recognised
as a significant part of a diagram, it may help us to
understand the diagram better. Secondly, whitespace
can be contentious, with the resulting arguments ena-
bling researchers to drill deeper into the issue.

The whitespace research may eventually lead
into a clear typology of various kinds of space in
diagrams that could help in data analysis. At this
stage, initial thinking is that macro-whitespace

When is it whitespace?

Finally, for this paper, the diagram below, of
ground-source heat extraction, has a clear section of
whitespace at the top, which can be termed passive
whitespace. This kind of whitespace is simply a
background on which the truck is imposed. There
are two other spaces, which might be considered as
whitespace by some, and not by others (as judged
by some members of the PALAVA teacher re-
searcher group). The light brown space that seems
to be a background but could be a kind of rock, was
seen by some to be whitespace. Similarly, the grey
to the bottom and left was contentious. It may be
that the notion of whitespace could act as a provo-
cation for discussion about diagrams.

(space that is not simply the gap between text let-
ters or lines of text) may be of three kinds:

e Whitespace that is non-contentious to most
observers, being simply space that is not occupied
by any content. Some designers call this passive
whitespace.

¢ Whitespace that is not occupied by content
but influences the observer, such as the green in the
exit sign which is a go-colour. Designers often call
this active whitespace.

e Whitespace that seems to be contentious,
such as the grey and brown spaces in the last dia-
gram. Using the Think Aloud Protocol on this kind
of whitespace may be valuable in unearthing the
subtle ways in which a diagram can be interpreted.
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YJIOT'ATA HA BEJIMOT MPOCTOP (WHITESPACE) BO KPEUPAILE HAYYHHA
JUJATPAMUA

John Oversby
Science Education Futures, Reading, UK

Hayunute qujarpamu ce eIHH O alaTKUTE 3a 00jacHyBame Ha TeKcToT. OBOj TPy € Je O/ UCTPaKyBarbaTa
3a yJjorata Ha AdjarpaMuTe MPH YYCHETO, CO IMOCeOeH OCBPT, BO OBOj Ciydaj, HA TOa LITO MPETCTaByBa OEIHOT
npocrop (Whitespace). benuot mpoctop, KOjIITO HE cekoramr € Oen, 4ecTo ce riiela Kako Mpas3eH MpOocTop, LITO
npeTcTaByBa mpoctop 0e3 coapikuna. MefyToa, MHOTY JHjarpaMd MMaaT aKTUBEH Oell MPOCTOp, Kako HITO €, Ha
npuMep, 3elicHa MMO03aJuHa BO CUTYPHOCHH [WjarpaMH Koja HHIWIMpa Mpe3eMame Ha akifja W MPEeTCTaByBa
no3utuBHa 00ja. Hekon mMmaat 1pBeH '0e mpocTop' KOj yKakyBa Ha ONMACHOCT O Mpe3eMame Ha aknuja. Cure Tue
MPOMOBHPAAT HEKO] BUJI MPEAYIPENyBamkhe, OJHOCHO CIIMKOBHU KapaKTEPUCTHKH 32 IPUBIICKYBakhe HA BHUMHHUETO Ha
HaOJbyIyBauUTE KaKO JEN O] IIeJTa Ha AujarpamMoT. TpyJOB HCTpaKyBa [1Ba YHCTH NPUMEpPa HAa CUTYPHOCHHU
JMjarpaMu M €[eH KaJe Ha HaOJpyayBauuTe HE UM OMJIO jaCHO 3HAYCH-ETO Ha OEJIHMOT MPOCTOP, OJHOCHO aKTHBHATA
COJP>KUHA.

Knyunn 360poBu: Hay4HU Qujarpamu; 6en npoctop (Whitespace); mpaseH npoctop
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CONCEPTUAL UNDERSTANDING OF SOLUBILITY CONCEPTS AMONG
FIRST-GRADE HIGH-SCHOOL STUDENTS®

Marina Stojanovska
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Skopje, Republic of Macedonia

e-mail: marinam@pmf.ukim.mk, mmonkovic@yahoo.com

A study was conducted to inspect conceptual understanding of solubility concepts among first-grade students
and to identify the potentially present misconceptions. A total of 122 high-school students (15-16 years old) were
involved in the study and a solubility concept test was administered in order to get insight into their conceptual
knowledge. Students were divided into two groups: control group and an experimental one. Only the experimental
group was subjected to a conceptual change intervention program.

Descriptive statistics and significance testing were used to analyse and summarize data. Independent-samples
t-test was used to test the differences in the scores between the control group and the experimental one and between
male and female students involved in the study. For multiple-choice questions, four areas of conceptual understanding
have been set: satisfactory conceptual understanding, roughly adequate performance, inadequate performance and
quite inadequate performance. Furthermore, the findings revealed six misconceptions present in students’ minds.

Key words: solubility; secondary- and high-school chemistry education; misconceptions; intervention

program, conceptual understanding.

INTRODUCTION

Chemistry is a conceptual subject based on a
number of abstract concepts. Thus, it is possible that
students may not fully understand such concepts.
Moreover, the chemical knowledge is acquired at
three levels [1]: the macroscopic, the microscopic
and the representational (symbolical) level. In many
teaching practices, the microscopic level is neglected
and students are being lead from macroscopic direct-
ly to symbolical level. Thus, it is likely that some
misconceptions appear due to the fact that students do
not distinguish between macroscopic and microscopic
explanations [2—-4]. Many misconcepttions concerning
various science topics have been documented [5, 6]
and many other investigations on misconceptions
regarding solutions and solubility are known [7-9].
Still, not all erroneous notions are classified as
school-made misconceptions [10]. Sirhan [11]
claims that the development of misconceptions may

originate from previous knowledge of students [12],
the usage of everyday or specific scientific
terminology etc.

This study was aimed to get insight into stu-
dents’ understanding of some solubility concepts and
to check their capability to transfer their knowledge
through the three levels of thinking as well as the
ability to use graphs to plot the data. Another im-
portant segment in the study was to detect any mis-
conceptions students may have regarding solutions
and solubility. An integral part of the investigation
was an implementation of the instructional program.
Namely, this study was conducted to evaluate the
effectiveness of intervention program on cognitive
achievement towards solubility concepts of high-
school students. The intervention program (that
included  deepened  explanations,  drawings,
experiments and discussions) was implemented
during instruction to facilitate understanding of solu-
bility concepts among students.
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METHODOLOGY
Obijectives of the study

The main objective of this study was to in-
spect the conceptual understanding of solubility
concepts of first-grade students and to determine
whether there are some misconceptions present.
Also, students’ ability to apply the microscopic lev-
el in their explanations and the ability to represent
data graphically were tested. Furthermore, the study
was aimed at evaluating the effectiveness of an in-
tervention programme on students’ achievements.

The following research questions were inves-
tigated:

1) Are the differences in the mean scores between
the control and the experimental group statisti-
cally significant?

2) s there a difference between male and female
students in the testing?

3) Are there any misconceptions present in stu-
dents’ thinking (and what are they)?

Design

The study consisted of three parts: (1) infor-
mation on the students’ previous achievements in
chemistry; (2) applying a conceptual change inter-
vention program (CCIP) and (3) administration of
the solubility concept test (SCT). CCIP included
deepened explanations, discussions and simple ex-
periments. Also, students were actively involved by
writing and drawing what they see and what they
think happens at microscopic level. The experiments
carried out together in the class consisted of dissolv-
ing salt and sugar in water at different temperatures.

Research sample

The research sample comprised 122 first-
grade high-school students from one high-school in
Skopje, Macedonia (15-16 years old) in the
2015/16 school year. Students were divided into
two groups: control group (CG) and experimental
group (EG). Only the EG was subjected to the in-
tervention program. Details concerning participants
involved in the study are given in Table 1.

Table 1. Participants involved in the study

Number of participants

Group Male Female Total
CG 22 35 57
EG 33 32 65

Total 55 67 122

Research instrument

The solubility concept test (SCT) was admin-
istered to both CG and EG approximately ten days
after all class activities were finished in both
groups. The test consisted of ten questions, two of
which asked for microscopic level of understanding
of the dissolution process, five were multiple-
choice questions regarding solubility concepts, one
involving the usage of graphs and two open-ended
conceptual questions.

Data analysis

Maximum points for questions 1 and 2 was 1.5
each (0.5 for each correct drawing), multiple-choice
questions (questions 3—7) were scored by 1 point for
correct answer and O points for wrong one, and for
other questions students could receive 1, 0.5 or 0
points for correct, partially correct and wrong answer,

respectively. The maximum score for the SCT was

11. The test scores ranged from 0 to 9 points.

Means, standard deviations (SD) and signifi-
cance testing were used to analyse and summarize
data. Independent-samples t-test was used to test the
differences between CG and EG and between male
and female students involved in the study.

According to the literature [13] the percentage
of students who correctly answered the gquestion can
serve as an indicator of conceptual understanding.
Thus, for the multiple-choice questions, four areas of
conceptual understanding have been set:

1) satisfactory conceptual understanding (SCU) if
the correct answer is given by 75 % of the stu-
dents or more;

2) roughly adequate performance (RAP) if this
percentage is in a range 5074 %;

3) inadequate performance (IP) for percentage
range 25-49 % and

4) quite inadequate performance (QIP) if obtained
frequency is less than 25 %.
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Furthermore, a distractor (wrong answer)
chosen by more than 20 % of the students has been
considered a misconception [14].

RESULTS AND DISCUSSION

In this section several aspects are considered.
Firstly, the analysis of each question will be given

having in mind the potential misconceptions (re-
search question 3), and then the research questions
1 and 2 will be investigated in more details.

The questions 1 and 2 test the students’ un-
derstanding of microscopic level. Students were
required to make drawings of particles of particular
substances when dissolving table salt (question 1)
and sugar (question 2) in water.

Table 2. Information of the percentage of students” answers in questions 1 and 2

Question 1 Question 2
Points EG CG EG CG
1.5 18 0 37 0
1 31 0 17 2
0.5 37 0 34 0
0 14 100 12 98

It seems obvious that little attention is paid
on microscopic level in the teaching process. This
level of teaching in chemistry is crucial in under-
standing the behavior of substances and many
chemical phenomena. Thus, it is important to intro-
duce activities and teaching methods to increase the
students’ achievements in this area. The results in
the EG are not very satisfying, but improvement is
unambiguously noticeable.

Questions 3—7 are multiple-choice questions
and information on students’ answers regarding
these questions is given in the next table. The cor-
rect answer (or two accepted answers) is given in
bold, and options that represent misconceptions are
marked with asterisk.

From the table above it can be noticed that
there is sound understanding of the tested
knowledge in the third question in both groups,
which is denoted as SCU (satisfactory conceptual
understanding). Furthermore, no misconceptions
have been identified in this question. Therefore, it
can be concluded that students don’t seem to have
any problem classifying the solutions according to
their saturation.

In the questions 4 and 5 the effect of temper-
ature on solubility of solids (Q4) and gases (Q5) is
considered. As a general rule, the increased tem-
perature causes an increase of the solubility of sol-
ids in water, but there are some exceptions in which
the substance is more soluble in cold than in hot
water. Therefore, both options “a” and “d” were
taken as correct ones. In both question 4 and 5 the
performance of EG-students was higher than the

one of CG-students. This is most likely due to the
intervention program applied in the EG.

Two misconceptions were located in the
guestion 5. Namely, the idea that solubility of gases
increases as the temperature increases (option "a")
were common in both CG and EG. Students seem
to think that all substances (regardless of the state
of matter) are more soluble at higher temperatures.
There was another misconception present only in
CG. Namely, 30 % of CG-students thought that the
solubility of gases is independent of temperature
(option "c").

The analysis of the questions 6 and 7 reveals
two interesting notions. The first one is that stu-
dents from EG and CG had diametrically opposite
points of view about the effect of pressure on solu-
bility of solids (question 6). CG-students thought
that increased pressure leads to increasing solubili-
ty, and EG-group students’ opinion was that solu-
bility will decrease in this case. Both statements
can be considered as misconceptions as more than
20 % of students have chosen the given distractor.

The second notion that should be mentioned is
that CG-students were more successful in question 7
than the EG-students. There are also two misconcep-
tions found in this question: 1) increased pressure
leads to decreasing solubility of gases — 34 % of EG-
students, and 2) the pressure doesn’t affect the sol-
ubility of gases — 25 % of EG-students and 23 % of
CG-students. Apparently, concepts tested in the last
two questions are not well understood by students
and more emphasize should be paid in the learning
process.
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Table 3. Information of students’ answers in questions 3—7

Percentage of students’ answers

Area of conceptual understanding

Question Option EG CG EG CG

a 98 01

Q3 E g 5 scu scu
d 0 0
a 82 61

Q4 E 151 179 scu RAP
d 3 11
a 20 42

Q5 tc’ 652 320i RAP P
d 2 0
a 17 35+
b 31 11

Q6 ° e o P P
d 11 7
a 37 60
b 34% 11

Q7 ° ol oo P RAP
d 2 3

The findings of the last three questions in the
test are rather interesting. CG-students were more
efficient in giving full answer to the eighth ques-
tion, which tested students’ graphical interpretation
of solubility. However, it should be pointed out that
62 % of EG-students have answered the question 8
(although partially) in comparison to total of 35 %
of CG-students (giving full or partial answer). It
can be concluded that generally EG-students were
more successful in drawing a solubility graph to
display solubility at different temperatures. Still,
more effort is needed to obtain firm knowledge and
sound concept understanding.

Questions 9 and 10 were designed as open-
ended conceptual questions. EG-students per-
formed well only in question 10. The reason for this
is double. Namely, this question is somewhat relat-
ed to the question 4, which tested the capability of
understanding the correlation of solubility of solids
and the temperature change. EG-students showed

satisfactory conceptual understanding in question 4,
and seem to being able to transfer this knowledge
and give correct answer to question 10. Further-
more, this question has some similarities with one
of the experiments that were carried out during the
lesson, thus students found it more familiar and
easier to answer. The percentage of students’ an-
swer to these questions is given in Table 4.

The list of misconceptions found as a result
of implementing the solubility concept test to stu-
dents is given in Table 5.

Next, regarding research question 1, an inde-
pendent-samples t-test analysis was conducted to
determine if there was any significance difference
between achievements of CG-students and EG-
students. The analysis revealed significant differ-
ence between these two groups of students (Table
6), which means that the intervention program had
a positive effect on the learning process of this par-
ticular topic.

Table 4. Information of the percentage students’ answers in questions 8—10

Question 8 Question 9 Question 10
Points EG CG EG CG EG CG
1 0 26 26 24 62 16
0.5 62 7 12 3 11 5
0 38 67 62 30 28 63
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Table 5. The list of misconceptions detected by the solubility concept test

Misconception

Percentage of misconcep-

Percentage of misconception

tion found in EG found in CG

Solubility of gases increases as the tem-

) . 29 42
perature increases (option 5a)
The solubility of'gases is independent of Not found 30
temperature (option 5c¢)
Increased pressure leads to increasing
solubility of solids (option 6a) Not found 35
Increased pressure leads to decreasing
solubility of solids (option 6b) 31 Not found
Increased pressure leads to decreasing
solubility of gases (option 7b) 34 Not found
The pressure doesn’t affect the solubility o5 23

of gases (option 7c)

Table 6. Independent-sample t-test analysis results for intervention program effect on test scores

Group N Mean SD t p
CG 57 4.07 1.47
EG 65 6.46 1.72 817 0.00

At this point, it is important to mention that
the two groups were identical according to their
previous achievements in chemistry. Namely, the
results from the independent t-test analysis on stu-

dents’ grades given by their teacher indicate that
there isn’t any significance difference between EG
and CG previous achievements, as can be seen
from the Table 7.

Table 7. Independent-sample t-test analysis results for students’ previous achievements

Group N Mean SD t p
CG 57 3.19 1.27
EG 65 3.20 161 0.0 097

An independent-sample t-test was also run to
investigate the gender effect on test scores (re-
search question 2). The analysis did not yield any
significant difference at 0.05 level between the

mean scores of the responses by the females and
those of the male participants in the study. The re-
sults are presented in the Table 8.

Table 8. Independent-sample t-test analysis results for gender effect on test scores

Gender N Mean SD t p
Male 55 5.33 2.06
Female 67 5.36 1.97 0.08 0.93

Having in mind the test results of the stu-
dents, several points need to be addressed concern-
ing this study. The higher scores in the EG showed
that the intervention program was successful in fa-
cilitating understanding of solubility concepts, ena-
bling students to gain more scientific explanations.
Still, some misunderstandings and difficulties seem
to be present among students that caused several
misconceptions to emerge in both CG and EG.

There are two things that could be considered
in teaching chemistry: 1) the “cognitive conflict"
strategy [15] and 2) carefully introducing the new
material (ideas or concepts) using visualization
techniques (models, animations or computer soft-
ware) [16, 17]. The latter is valid especially when
three level of thinking are discussed. Although,
some drawings and models are presented in the
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textbooks, it is the teachers’ creativity to enrich the
lesson using different teaching techniques.
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KOHIHENTYAJIHO 3HAEIBE BO BPCKA CO PACTBOPJINBOCTA KAJ YYEHUIIU O/l ITIPBA
I'OJNHA THMHA3UCKO OBPA3OBAHUE

Mapuna CrojaHoBcKa

Hucrutyr 3a xemuja, [[puponHo-marematnuku ¢pakynter, Y HuBepautet ,,CB. Kupun u Metonuj”,
Ckorje, Perybnnka Makenonuja

e-mail: marinam@pmf.ukim.mk, mmonkovic@yahoo.com

Ilenta Ha oOBa HCTpaXyBame € MWCIHTYBambe Ha KOHIENTYAIHOTO pa3duWpame Ha KOHLENTOT Ha
PacTBOPIMBOCT Kaj YYCHHUIM OJ NpBa TOJMHA W WACHTU(HKALMja HA €BEHTYAIIHO NMPUCYTHUTE MHCKOHLENIuH. Bo
UCTpaXXyBameTo 0ea BKIy4eHH BKYIMHO 122 ydeHUKa ojf TMMHA3UCcKo oOpa3oBaHue (15—16 roanHm) Ha Kou UM Oerie
3aJaJeH TECT Ha 3Haelke o o0yacTa Ha PacTBOPM M PACTBOPIMBOCT 3a J1a CE€ IPOBEPH HUBHOTO KOHIETITYaTHO
3HacHe. YUCHHIUTE Oca IOAENEHH BO JABE TIPyNH: KOHTPOJIHA M eKclepuMeHTanHa. CaMo YYEHHIUTE Of
eKCIIepUMEHTAIHATA Tpyla Oea IMOUIOKEHH Ha CICHHjaTHO TU3ajHUPAHH YIATCTBa (MHCTPYKIHMH) BO TEKOT Ha
MOY4YyBambETO.

3a 06paboTka Ha HOOWEHUTE pe3ynTaTH Oelle KOPHCTEHAa ONFCHA CTATUCTHKA M CTATHCTHYKH TECTOBH. 3a
UCIINTYBamkE Ha PA3IMKaTa BO OCBOGHUTE 0OJ0OBU Mel'y YUEHHIIUTE O] KOHTPOJIHATA U Of €KCIEPUMEHTAIHATA TPYIIa,
Kako M Mel'y MOCTHI'HyBamaTa Ha MOMYHMIbATA U Ha JIEBOjUMIbAaTa BKIyYCHH BO UCTPAXKYBabETO, Oellle HCKOPUCTEH t-
TECT 3a MapOBH He3aBUCHHM mpumepol. Kaj mparramarta co moBekewieH u3bop Oea HICHTU(OUIUPAHH YCTUPH
0051acTH Ha KOHLENTYaIHO pa30upame: 3aJJ0BOJIUTEIIHO, HELIEIOCHO, ¢1abo 1 HeqoBoiHO. IloHaTamy, Bp3 OCHOBa Ha
HAO0/IUTE OJ] UCTPAXKYBAKHETO Oea OTKPHEHH HIECT MUCKOHIICTIIIMMKA] YUCHHIUTE.

Kayunu 300poBH: pacTBOPIMBOCT, CPEIHO 0Opa30BaHKE, MUCKOHIICTIIIUH, CIICIIU]jaTHO TU3ajHUpaHH
YIATCTBA, KOHIENITYAIHO pa30uparme.
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