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AKAJIEMHUK I'OPI'M YYIIOHA
(ITo moBox 90 roqUHU 071 HETOBOTO parame)

Jlonuyo {umMoBCKH

MakenoHcka akaJeMija Ha HayKuTe 1 ymMeTHoctuTe, Ckomje, Penyonuka Makenonuja

Axazemuk Topfu UymoHa HeTHOT CBO]j -
BOT W TBOpEYKa EHEprija TM MUMa IIOCBETEHO Ha
MaTeMaTukara. HeroBure nmocTUrHyBama ce OrpoM-
Hu. Taka, He € €JHOCTABHO /1a C€ HAIMIIE TEKCT Of
HEKOJKY CTpaHHIM KOj Ke Jajae MOBOIHO n00pa
CIIMKa 3a THE MOCTUrHyBama. Co OrpoMHO
3aJJ0BOJICTBO, KakO HETOB CTYJEHT, COPaOOTHUK U
JOJITO BpeMe HETOB MHOTY ONM30K IpHjaTel, Io
nuuryBam 0BOj TekcT. Ke ce morpyaam na Gumam
JOBOJIHO NpELH3eH M KOHLH3EH, KaKoB IUTO Oele
Mojot mpodecop UynoHa.

Axagemux Iopru Uymona e poxes Ha 10
anpuit 1930 ronrHa BO neIMCTEPCKOTO ceno Maino-
Bumte. OCHOBHO U CpPeTHO 00pa3oBaHWE OQOPMILT
Bo burtona, a nummomupan Bo 1953 roguna na @u-
no3o¢cknor akynrer Bo Ckormje, Tpyma Marema-

tuka. JlokTopupan Bo 1959 roguna Ha IIpupoaHo-
mareMatnuknoT (axynrer (IIM®) Bo Ckomje, Ha
Tema ,Ilpumor koH TeopHjaTa Ha airebapCcKUTe
CTPYKTYpPH™, MOJ MEHTOPCTBO Ha mpodecop a-p
Brmagumup [leBune on 3arpe6. Kyc mepuon paboru
KaKo HaCTaBHHUK BO CPETHO YUHMIIHUINTE J0 HETOBUOT
n300p 3a acHCTEHT Mo MaremaTHka Ha Duirozod-
ckuot dakynter Bo 1955 romuna. Bo 1961 roauna
e n30paH 3a JOIEHT Ha TeXHUYKHOT (MOAOIHA
Enextpo-mammucku) ¢daxynrer Bo Ckomje. 3a
BOHpeJeH podecop e n3dbpad Bo 1967 roauna, kora
ce Bpatuia Ha [IM®, kane mto Bo 1972 roauna e
n30paH 3a penoBeH npogecop 1o anredpa. Ox 1985
roJIMHA JI0 MIEH3UOHUPawkeTo BO 1994 ronuna, Gere
wieH Ha MHCTHTYTOT 32 mHEpopMaTika Ha [IM®.
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Bo TexoT Ha 1964 ronmuHa Oui Ha CIieIHjaTH-
3anuja Ha YHHBEP3UTETOT BO Manuectep, Benuka
Bpuranuja.

Bo 1979 roguHa ¢ u30paH 3a JIOMHCEH, a BO
1983 romuua 3a pemoBeH WieH HA MakemoHCKara
akajemuja Ha Haykute u ymerHocture (MAHY).

Nma nobmeHo moBeke Mpu3HaHMja U HATPaIu
3a MOKAXaHUTE Pe3yJITaTh, Kako IITO ce: IJIaKeTa Ha
Yuusep3uteror ,,Kupun nu Metoanj*, Harpamata
»11 OxTomBpu“ Bo 1966 ronuna, OpjeH 3a 3aciiyru
Ha HapoJOT co cpebpeH BeHen u OpaeH Ha TPYAOT
CO 3JIaT€H BEHEII.

Bo MakemoHckaTa MareMaTHKa aKaJeMHK
UynoHa € OCHOBOIIOJIOXKHUK Ha anredpara, Kako W
Ha JMCLUUIUIMHUTE TECHO IIOBP3aHU CO HEa, O/ CUTE
HEj3MHU acleKTu. Moxke c1000/1HO Ja ce Kaxke JeKa
LeTMOT Hay4eH Kajap 1o aiaredpa Bo MakenoHuja, a
1 Kajap HaaBOp oA MakenoHHuja, € pa3BHEH IOJ
HEroBO CYIITHHCKO PaKOBOJCTBO, HaKO OWII MEHTOP
Ha camo derBopuua gokropanau: Haywm Ilenakocku,
bunjana Janesa, JKanera Ilomecka (Tpojuara of
Maxkenonuja) u Ha bupana 3exoBuk (ox Llpua
I'opa). Mcto Taka, TOj HMMaj MOTOJEM WM IOMall
yIen BO pa3BOjOT Ha roieM Opoj MareMaTrnyapw,
UHGOPMATHYAPU U UCTPAKYBAUU O JAPYTH 00JacTH
Bo MakenoHnja u HamBop oja Hea. EHeprudew,
yIopeH u Tprenus, Uynona cobupaiie okony cede
MIIaJ 3aMHTEPECUPAHH CTYACHTH W COPaOOTHHIIH,
[I0OCTOjaHO T MOTTHKHYBAIlle, BOJEIIe U padoTere
CO HUB JI0 10OMBamkE COOJBETHH PE3yJTaTH.

Crnopen MOCTUTHATUTE HAYYHH PE3YJITATH, TO]
ycrea Ja ja HampaBW MakeIOHCKara anreopa
MPENo3HaTIMBA U BO cBeTcku pamku. CopaboTkara
OCTBapeHa CO peIWila MaTeMaTH4apu O] Topa-
HEIIHNUTE jyTOCIIOBEHCKH U OaNKaHCKH MPOCTOPH (Ke
HaBeJaM caMo HeKoJkyMuHa: Bramumup [leBune,
Cnapuma Ipemnk, Cerozap Munuk, Jane3 Yuias,
Kamuo Toxopos, Banentun /lanunosuu benoycos),
Kako W TOJEMHOT Opoj MeYaTeHH TPYJOBU TO
WCTaKkHaa akajgeMuk UYymoHa Kako €IeH O
BojeukuTe anreopuctu Bo COP JyrocmaBuja, a u
MOLIMPOKO. bellle MHUIUjaTop 38 OPTraHU3UPABETO
Ha cJeJHHBE KOH(EPEHLUUH IITO ce OIpXyBaa Ha
IIPOCTOpPUTE O] IIOpaHeliHa JyrociaBuja:
| anrebapcka kondepennuja, Ckonje, 1980;

Il anrebapcka kondepenuuja, Hou Can, 1981;

Il anrebapcka kondepeniyja, benrpan, 1982;

IV koHdepenunja anredpa u oruka, 3arped, 1984;
V koHdepeniuja anredpa u joruka, Lletume, 1986;
VI xondepennuja anrebpa u noruka, Capaeso,
1987;

VIl kondepenuuja anrebpa u joruka, Mapubop,
1989;

VIl xoHpepennuja anredpa u noruka, Hosu Can,
1998.

Bo Ckonje Bo 1982 roamHa Toj ro opraHu
supamie CUMIIO3UYMOT ,,n-apHH CTPYKTYpH, a
cjeaHara roauHa Oere opranusupan Brop meryHa-
pPOJIeH CHMIIO3UYM ,,n-apHU CTPyKTypu‘ Bo BapHa,
Byrapuja.

Bo TekoT Ha HeroBMoT pabOTEH Bek Oelie
paKoBOAWTEN Ha TrojeM Opoj HAayYHH IIPOEKTH,
¢unancupanu ox CU3 3a HaydyHU [EJHOCTH M OX
MAHY. Bo paMkuTre Ha THE NPOEKTH, PEIOBHO
opraHusupanie ceMUHapH, KOW omurpaa 3HadajHa
yiora BO apUpPMUPamETO M BO HAyYHOTO H3MUT-
HyBambe Ha rojeM Opoj HETOBU YUYCHUIIH, a MOJIOIHA
u copabotaumyu. Hekou ox cemunapure 6ea oapxy-
BaHHM KaKO ¢THOHEACTHU HAYYHU COOMPHU BO JPYTH
Mecta on PemyOmukata (Oxpun, Ctpyra u Ilenu-
CTEep) CO YUECTBO Ha MaTeMaTH4apu oJ MakemoHuja
U TOBEKE YHUBEP3UTETCKH LIEHTPH HAIBOP OJ
Makenonnja. Opn paborata Ha THE IPOEKTH Ce
oopmenn ¥ oOjaBeHH CleJHHBE MOHOTpadum BO
KOHW aKaJieMuK UynoHa mMma rojemMo y4ecTBO:

- 36opHuk Ha mpyoosu 00 Arebapckama KoH@e-
penyuja, Cromje (1980),152 crp.;

- 36opnux nHa mpyoosu 00 Cumnozuymom N-apHu
cmpykmypu, MAHY, Ckomje (1982), 289 c1p.;

- Bexmopcko 6peoHOoCHU noayepynu U 2pynu,
MAHY, Ckomje (1988), 198 c1p.;

- Komnnexchu komymamueHu 6emopcko 6peo-
nocuu epynu, MAHY, Ckonje (1992), 120 ctp.;

- Hayynu mpyoosu no ancebpa 6o Penybauxa
Maxkeoonuja 1950 — 1980, Tom 1, MAHY,
Ckorje (2008), 730 ctp.;

- Hayunu mpyoosu no aneebpa 6o Penybnuka
Maxkeoonuja 1981 — 1990, Tom 2, MAHY,
Ckomje (2008), 704 ctp.;

- Hayunu mpyodosu no ancebpa 6o Penybnuka
Maxkeoonuja 1991 — 2007, Tom 3, MAHY,
Ckomje (2008), 822 ctp.

OrpomHa e Heropara yjiora BO pa3BOjOT Ha
nHpopmarukara Bo Makenonuja. beme eneH ox
WHULMjaTopuTe 32 (opMmupameTo Ha Marema-
TUYKHOT UHCTUTYT CO HyMepuuKku neHTap. CoBeToT
Ha YHusep3uteroT Bo Ckomje (mojorHa YHUBEp-
sureT ,,Kupun u Meroauj) na 21 jyuu 1966 romuna,
JIOHECe OJUTyKa 3a OCHOBame MaTeMaTHYKH WHCTH-
TYT CO HYMEPHYKH LIEHTap Ha YHUBEP3UTETOT BO
Ckomje (MHUHII) Bo koja: 1) ce HaBeICHN HETOBHTE
3a/1auy; 2) 3a BPIIMTEN Ha AODKHOCTA AUPEKTOP Ce
nmMeryBa ja-p bnaroj [lomos, mpodecop na [IM®D; n
3) ce oOpa3yBa MaTH4Ha KOMHCHja BO COCTaB: Joxe

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 41 (2), 75-86 (2020)
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Vmyap on IIM®, n-p Munopan Pamomuk on

3emjonenckuor ¢axynrer, a-p L'opru Uynona ox

Enexrpo-mammuckuotr daxynret, Jumutap butpa-

KOB 0l ApPXUTEKTOHCKO-TPAJISKHHOT (akyiTer,

Bamwa XayueB on EKOHOMCKMOT MHCTUTYT U [I-P

Ucak Tanep, npopextop. Moxe cinobomHo na ce

Kaxe JleKa akajeMuK UyrmoHa ro ImOCBETH IENHOT

CBOj pabOTEeH BEK CO HECMAJICH €JaH Ha WCIOJHY-

Bale Ha 3aJauyuTe O] OJUTyKaTa 3a OCHOBame Ha

MMHII, Ke quTHpaM YeTHpH o HUB BO OPUTHHAIHA

¢dopma, xou UynoHa LETOCHO T'M CIPOBEAyBalle U

KOW HajmoOpo Ke TO OCBETIAT HETOBOTO YKUBOTHO

b1 (Shi (o)

- 04 ja opeaHusupa u ycmepysda HAyYHO-UCHPA-
aHcysaukama paboma no Hesacmanenume mame-
MamuuKku OUCYUNTIUHU, NPeKy OUpexmuo oopabo-
mysarbe HA 000eIHU NPoOAEMU UAU NPEKY
usyuysarbe Ha 000eIHu 001acmu;

- 0a 0asa nomMows HA CMPYYFAyUme npu HAYy4Ho
ucmpaxcysauxama paboma 00 obracma Ha
Mamemamukama, mexHuykume, eKOHOMCKUme u
Op. HayKu,

- 0a uzdasa mamemamu4ky cnucanuja Ha Yuueep-
3umemom, 80 Kou 0a eu 00jagysa u HenocpeoHo
coonwimysa pesyimamume 00 C80jama HAYYHO-
ucmpaosicysauxa paboma u 0a ja nonyrapusupa
Mamemamukama

- 0a Oonpumnecysa 3a no00OPY8arbemo Ha y4eOHuU-
yume, ckpunmume u Opyaume HOMa2aid 3d 8UCO-
KOWKOICKAMA U CPeOHOUKOICKAMA HACmasa no
Mamemamuxa.

Ox 1969 no 1973 roanna, akagemuxk Yymnona
oeme u aupekrop Ha MUHII. Co pedopmara Ha
Yuusep3uterot Bo Cromje Bo 1977 roquaa, MUHI]
ce BKJIONM BO HOBO(GOPMHPAHHOT MaTeMaTHUKU
¢dakynrer. Bo 1985 ronuna, YHHUBEpP3UTETOT ce pe-
(hopmHpa TOBTOPHO U cE€ BpaTH Ha (hopMata o] pejt
1977 ronuna, Ho MUHIL] He Oeme obOHOBeH. Ce
cekaBaM JieKa BO TOj mepuoji YynoHa Me 3aMolid Ja
MMOATOTBaM Matepujan 3a (opMupame LEHTap BO
MAHY no ypuekor Ha MUHII, HarnacyBajku ru
HEroBUTE 3aJaud. 3aToa, CIOpPEJ MOE MHCIECHE,
[IOBEKETO O] 3ala4lTe BO IPETXOJHO CIIOMEHaTara
oanyka 3a ocHoBawkbeTo Ha MUHI] ce nuiryBaHu of
Uymnona mo mpemior Ha mpodecop bmaroj Ilomos.
bunejku takoB meHTap, BO TOj MOMEHT, He ce (op-
mupa Bo MAHY, akagemuxk UYynona ycmea, co
OTPOMHHU 3aJI0K0H, 1a ce hopmupa moceOeH HHCTH-
TyT Ha HOBOoopmupanuor [IM®, MHCcTUTYTOT 32
nH(popmMaTuKa, Kaje ImTo paboTeme 0 HEroBOTO
[IEeH3UOHUPAISE.

Bo ckion Ha HEroBHOT MHTEpEC 3a OTKpPH-

Bame U paboTa CO TAJICHTHpAHU YUCHHIIM 3a Mate-
matuka, Bo ckion Ha MMHII, akagemux Yynona

WHULMpa OPraHU3Upamke MAaTEMAaTHUYKH LIKOJIH 3a
YYEHHUIUTE O/ CPEAHNUTE YUHIIUINTA, Ha KOU TIpe/ia-
Baun Oea EMHHEHTHU MaTeMaTH4apu U WHpopma-
thyapu. Mojara mpBa cpeada co Hero Oemie Ha
Jletnata maremaTtmuka mikona Bo Oxpuzg Bo 1972
roguHa. IlocBereHocTa Ha akagemuk YynoHa 3a
BOBEIYyBAalkE€ U H3ydyBamke HOBHU MAaTEMAaTHUKU U
“HPOPMATHYKH O0JACTH MOXKE Ja C€ BHIU U O]
TeMuTe 00paboTyBaHNW Ha MaTEMAaTHYKUTE IIKOJIH.
Ke HaBesaM HEKOM OJI HUB:

- bynoBa anrebpa u Hej3WHA TPUMEHA;

- Enementu oz Teopujara Ha BepojaTHOCTA,

- Ilporpamupame Ha €IEKTPOHCKH IPECMETYBAUKHU
MalliHY;

- Kombunaropuka,

- EnemeHTH o1 aHaIUTHYKa T€OMETPH]a;

-  @opTpaH NporpaMUpame;

- Enementn op TeopujaTa Ha MHOXECTBA H
TOIIOJIOTHjaTa;

- KBaHTHa MexaHMKa,;

- llocroBa m TjypuHroBa MammHa W HOPMaTHU
AJITOPUTMH;

- MaremaTuuka JIOTHKA;

- OcHOBU Ha TUHEAPHO MPOTPAMUPALE;

- OcHoBu Ha TeopHja Ha TpadOBH U MIPUMEHA,;

- ANropuTMH, CMETauKH MAaIIMHU U IPUMEHA;

- lonyrpynu v KOHEYHH aBTOMATH;

-  MpexHo MmIaHupame;

- JludepeHnHN paBEeHKH;

- KoHeuyHm aBTOMATH W peryjapHU ja3wllH;

- JluHeapHU MOJETH M ONTHMH3ALN]A;

- Tomonoruja mpeky JIOTUKa,

- JlnHaMMYKU CUCTEMH U XaoC.

lomem Opoj ydecHUIM Ha OBUE JICTHU IIKOJH,
peducu oja cure MecTa BO MakelloHHja, MOAOIHA
CTaHaa BPBHM HAyYHHIM HE caMO BO o0OiacTta Ha
MareMaThkara, TYKy M pEYUCH BO CHTE JAPYTd
HayuHH o61actu. Ke crioMenam camo Tpojua o1 HHB,
KoM ce ucra Bo3pacT co MeHe: Jbymuo Kormaper
(emexTponH)XXeHep M JOKTOp MO ¢u3nka), Muiax
KOCeBCKH (IOKTOp Ha MAIIMHCKM HayKd) U Mute
KpajueBckr (JOKTOp Ha MaTeMaTH4YKH HAYKH).
[TouHyBajku O[] HAIIUTE CPEIHOIIKOICKH JCHOBH,
IIpeKy JICTHUTE LIKOJH, CUTE UMaMe IUIOJHA copa-
6otka 1o neHec. Bo Toa Bpeme, Uyrnona Oerire jbyou-
TEJI Ha WrpaTa co KapTH 0esoT, Koja € MHOTY IOITy-
napHa Bo butona. bunejku cym ox butona, Ha THe
JEeTHH WKONH, co Yymona wrpaBme O€lOT W TH
y4eBMe YUECHUIIUTE O JPYTUTe MecTa Ja ja urpaat
Taa urpa.

VYinorata mTO ja oxurpaa y4eOHUIUTE
SlpenaBama mmo anredpa’, Kaura I, ,,IIpenaBama mo
anreopa‘“, Kuura Il, ,,Anrebapcku CTpyKTypHu H pe-
anHu OpoeBH‘, Kako U ,,llpexaBama mo BuIa mate-

Ipunosu, O00. npup. mam. buomex. Hayxu, MAHY, 41 (2), 75-86 (2020)
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maruka“ I, II, III u ,,Bumra marematuxa“ I, I, 1, 1V,
HaMECHETU 3a CTYJCHTHTE OJl TEXHUYKHUTE (aKyI-
TeTH, KOM HMMaaT TIOBeKe HW3IaHHWja, 9Hj aBTOp,
OJTHOCHO KOaBTOp € akaaeMuk UyroHa, € orpoMHa.
OBue yueOHWIIM MMaa W CE yIITE WMaaT He3aMeH-
JMBO BIIMjaHWE BO M3IANTamkETO Ha anredapckara H,
MIOIIMPOKO, MaTeMaTH4KaTa KyiaTypa Bo Makeso-
HUja.

3a na ja mrycrtpupam rpuxara Ha UynoHa 3a
no0po oOpa3oBaHue MO MaTeMaTHKa, K€ CIIOMEHaM
JeKa KHHrarta ,,Anre0apckyd CTPYKTYpU H PEaNHU
OpoeBU™, € MuITyBaHa CO T CPETHOIIKOJICKHA Ha-
CTaBHHIIM 110 MaTEMaTHKa Jia T0O OCOBPEMEHAT CBO-
€T0 MaTeMaTH4KO 3Haewme. Bo Toa Bpeme, Kanera
[Tomecka u jac, Kako CTYACHTH, Ha CyrecTHja Of
HamwmoT npodecop UyrnoHa, ja mpenuimaBMe KOHEY-
HaTa Bep3Wja Ha KHUTATa, pElIaBajKu T CUTE 3a/a-
Y, IITO HY IOMOTHA MHOTY J]a Hay4uMe.

Hayunara pabora Ha akagemuk YymnoHa e
IIEJIOCHO TIOCBETEHAa Ha M3YyYyBameTo Ha anredap-
CKUTE CTPYKTYpH. 3alI04YHyBa BO ITEJECETTUTE TO/IN -
HH Ol MUHATHOT BEK BO MEPUOJOT Ha 3rOJICMEHHOT
WHTEpeC 32 YHUBEp3aJTHATa anredpa, KOjamTo moToa
cTaHa jen ol OypHHOT pa3BOj Ha anredapckure N-
apHu cTpykTypHu. HeroBoro nemo omdaka mmpoxa
aucTa mpobiieMd on rojeM Opoj moapadja Ha
anreOpata. TpynmoBuTe ce OUIMKyBaaT €O TIpe-
LM3HOCT ¥ KOHIIM3HOCT BO (hopMyranujaTa U JoKa-
3UTE Ha TEOPEMHUTE, CO OPUTHHAIIOCT, JUTa00YNHA U
OIIITOCT BO pacyyBamaTa.

Cnopen TperupaHara npo0iieMaTuKa, OMycoT
Ha Hay4HarTa pabora Ha mpogecopoT UynoHa moxe
Jla Ce pacropey BO CIEHUBE HEKOJIKY IPYIH, MPH
mTO OpoeBUTE Ce OAHECyBaaT Ha pedepeHIuH of
Heropara oubnorpaduja.

1. Knacuunu ancebapcxu cmpyxkmypu: (1, 3, 4,8, 13,
14, 15, 16, 25, 52).

2. Penayuu u onepayuu: (2,5,6,7,9, 10, 17,21, 53).

3. Aneebapcku cmpykmypu co acoyujamuéHu nN-
apnu onepayuu. (11, 12, 18, 19, 23, 24, 32, 33,
38, 39, 45).

4. Cmecmysarve na aneebpu 6o nonyepynu. (22, 27,
29, 30, 36, 40, 49, 55, 57, 73).

5. Aneebpu u obonuwmenu nooanzeopu: (20, 28, 31,
34, 35, 37, 43, 46, 47, 48, 50, 51, 54, 58, 69, 71,
72,75,76,77, 78, 81).

6. Bexmopcko 8pedHocHU aneebapcKu CMpyKmypu:
(26, 41, 42, 44, 56, 59, 60, 61, 62, 63, 64, 65,
66, 67,68, 70, 74, 87, 89, 90).

7. Cnob6o0Hu objekmu 60 MHO2Y0Opa3uja epynouou.
(79, 80, 82, 83, 84, 85, 86, 88, 91, 92, 93, 94,
95, 96).

Ke mamaM KpaToK OIMC HA CEKOja O OBHE
CeIyM TPYIIH.

TpynoButre ox rpymata 1 Tperupaar mpo6-
JeMH BO BpCKa CO KOHEUHH IOJINEbA, TUEAPATHH
TpYIH, peryuHOMIHN TOTYTPYNH, KBAa3UIIPCTEHU H
crenMjagHa Kjlaca KOMIATHOMJIHU TOJXYyTpyIH.
JaneH e HOB ONHUC HAa KOMILJIETHO IIPOCTUTE IOJY-
TPpYIH.

Pesynratute om rpymara 2 ce 3a pelamuu
Merly onepaunu. Hekon o HUB ce OMHapHU peranuu
Mery (UHUTApHU OIepanyy KOWIITO c€ OOOMIITY-
Bama Ha HEKOja O peJlaluuTe KOMYTaTHBHOCT,
ACOIMjaTUBHOCT HJIM TUCTpUOyTHBHOCT. Bo n-ap-
Huot ciayuaj (N> 3), DJOKakaHO € JeKa O IeIyMHA
aCOIMjaTHBHOCT U TIOCTOCH-¢ HEYTpaJieH eIeMEeHT
WU HEKO] JpyT YCJOB, CleAyBa IIEJIOCHA acoluja-
TUBHOCT. VcniuTaHu ce m-apHHU acoIfjaTHBHH Olle-
panuu, Kajie mTo M ¢ MpedpojiIuB OECKOHEUCH Op T -
HaJICH OpOj U JOKaKaHO € JeKa He IOCTOjaT M-TPYITH
CO IIOBEKE OJ1 C/ICH EJIEMEHT.

TpynoBute Bo rpynara 3 ce 3a anre0apcKuTe
CTPYKTYPH CO €/IHa N-apHa acoI[{jaTHBHA Ollepanuja
(n > 3), HapeueHH N-TOMYTPYNU WIK anrebapcku
CTPYKTYpPH CO HEKOIKY N-apHH AacoIfjaTHBHU
ollepaliy, HapedeHW acouujaTuBH. [lokaxkaHo e
JeKa ceKoja N-TONyTpyna € N-TMOTIONyTpyna o
monyrpyma. OBoj pe3ynrar (HapedyeH TeopeMa Ha
[TocT 3a n-monyrpyru) OBO3MOXXYBa pa3HH CBOj-
CTBa Ha N-MOJyTPyNUTE J1a C€ UCIUTYBAaT CO COOJ-
BETHU CBOjCTBa Ha moiyyrpymnure. JlageHu ce onmcu
Ha acoIMjaTUBH, IPH IITO TOCEOHO BHUMAaHHE € 110C-
BETEHO Ha aCOLMjaTUBUTE ILITO MOXE Jla CE CMECTaT
BO nonyrpyna. BoBezen e moumor 3a [N, M]-npcren
U € JIOKaXaHO JieKa CEKoj [n, m]-TpcTeH MoXe Aaa
Oune cmecteH BO mpcTeH. JlaleHun ce KapakTepH-
3alli{ Ha N-TOTIIOJYTPYNTH Ha HEKOW KJIAcH IIONy-
rpynu (Ha OpuMmep, MEPHOAMYHH U KOMYTaTHBHU
MTOJTyTPYTIN).

Bo tpymoBute ox rpymara 4 ce aoOWeHH
HEKOJKY 3HAuajHU pe3yNITaTH 3a pelpe3eHTaIly]a,
OJTHOCHO CMECTyBame Ha ajreOpu BO IOJYTPYIIH.
Janenu ce cMecTyBama Ha HEKOJIKY KJIacH aireOpu
BO TOJYIpynu TOBp3aHH co Teopemara Ha Kom-
Pebane. IlokaxkaHo e Jexa cekoja TOMOJIOIIKA ajl-
rebpa Moxxe 1a Ouige BMETHaTa BO TOIOJIOIIKA
MOJIyTpyTa BO cMUciIa Ha Topemarta Ha Kon-Pebane
U JIeKa yHHMBep3aJHaTa MOKPUBKa Ha TOIMOJIOLIKA N-
rpyna e Tomosomka rpyna. OnuiiaHa € Kiacara
anreOpu Kom ce momanredpu Ha momympexu. Jloka-
KaHO € JIeKa CeKoja MOoIyrpyna o HeKOH KJIacH HOp-
MHpaHU TONYTPYNIH MOXe Ja Omjge cMecTeHa BO
MOJIyTpyna oJf OTepaLuy.
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I'pynata 5 ce omgHecyBa Ha mpoOieMH BO
BpCKa cO O0OMIITEHHN MOJanTeOpH, IeTyMHHU MO/1AN-
reOpu, MHOTYyOOpasrja aiareOpu U yHaApHH anreOpu.
[Ipamama 3a cMecTyBame Ha aJireOpu BO IMOTYTPYIIH
ce UCIHUTYBaaT BO MPETXOJHNUTE JBE TPYIH, AOJCKa
BO OBaa rpylna BakBUTE Ipallama ce pasriienyBaaT
BO nooniuta Gopma. BoBenenu ce cMectyBauku aji-
reOpu U AazieHa € HUBHA pelpe3eHTalrja Kako aj-
reOpu Ha omnepanuu. OnuilaHa € kjaca Ha JAeyMHH
anreOpu mMTO € OOOMIITYBame Ha Kilacata cMec-
TyBa4kH ayreopu. JloOueH e 10BOJIEH YCIIOB 332 MHO-
ryobpasue ma 6mme N-muoryobpasme. Kapakrepu-
3UPaHU C€ MOJMHOMHM MOJAIreOpu OJ anredpure
0]l HEKOW MHOTyoOpasuja anreOpu. [lokaxkanu ce
pes3ynTatd 3a mojanreOpure, XOMOMOPPHU3IMUTE MU
c1000THUTE 00jeKTH BO HEKOM KJIACH ITOJIMANTeOpH
W 3a KJacata Xuneprnonyrpynu. VcnurtyBana e mo-
ceOHa KJlaca Ha MJICHTUTETH BO N-TPYNOUIHM, Hape-
YEHU IPUMHUTHUBHU N-UICHTUTETH U € JOKaXaHO
JeKa mpobiaeMoT Ha 300pOBH € peIlIMB BO CEKOoe
IPUMHTUBHO N-MHOTyoOpasue.

Bo rpymata 6 ce BoOBeayBa W HCIUTYBa
MOMMOT 32 BEKTOPCKO BPEAHOCHU anre0apcku
CTPYKTYpH. BHCTHHCKOTO HCTpaKyBarme Ha OBHE
CTPYKTYPH 3allOYHYBa CO TPYAOT Bexmopcko gpeo-
nocnu nonyepynu (56), kame mITO € JOKaXKaHO JeKa
cekoja (N, m)-moayrpymna Moxe Jia Ouje moKprueHa co
nonyrpyma. Pedricu cute pe3ynratu o moJiMaadaHu
MOJYTpynH TOBp3aHH co Teopemara Ha [loct ce
npeHecyBaar u 3a (N,M)-monyrpymnure, ama Toa He €
Cllydaj KOra ce BO Mpallame Pe3ylTaTH Off er3uc-
TeHIlMjanHa npuponaa. McToTo oBa BaXu U 3a BEK-
TOPCKO BpEeNHOCHHTE IpynH. [loKkakaHH ce BeK-
TOPCKO BPETHOCHH aHANIOTHY Ha TeopeMuTe Ha KoH-
Pebane u Iloct. Kapakrepusupanu ce cio00gHUTE
BEKTOPCKO BPEIHOCHH TPYIMOUIW, MOIYIPYNH U
rpynu. JlokaxkaHo e JieKa MMOCTOM aHaJIoruja ToMery

TeopHjaTa Ha IPyIu U TeopujaTa Ha (2M,M)-rpymu.
BoBeneH e monMoT 3a WHjeKTUBHH BEKTOPCKO BPE-
HOCHHM TMOJIYIPYIIA U € JOKaXKaHO JieKa KiacaTta oJf
CIIO0OTHM BEKTOPCKO BPEAHOCHHW TNOJYTPYNH €
BHUCTHHCKa MOTKJIaca OJ] Kjlacara WHjeKTUBHU BEK-
TOPCKO BpPEeIHOCHU Moayrpynu. PasBuena e komOu-
HATOpPHa TeopHja 3a BEKTOPCKO BPEIHOCHU IIOIY-
rpyIu.

TpynoBute BO rpymara / ce OJHECYBaaT Ha
MHOTyOOpa3uja Tpymnouau JepuHHpaHH CO HEKOU
uaeHtTuteTd. Bo MHOTY 071 OBHWeE TPYJIOBH € JIajeH
KaHOHWYEH OIMMC Ha CIO0OAHUTE TIPYHOUAd U
KapaKTepU3UpaHU ce HHUBHUTE MOATPYNOHUIH. 3a
HEKOM O] OBHE MHOryoOpasWja € JIOKaKaHO jeKa
mpobaeMOT Ha 300poBU € penuiuB. McnuTyBameTo
Ha MHOTyoOpasueTro Trpynouan JIehUHUPAHO CO
MIEHTUTETOT X' = X JIOBEJE 10 MOMM 32 IPyIo-
UJieH CTEleH. 32 HEKOM O]l OBHEe MHOTryoOpaswja
TPYTIOH]IN € JIOKaKaHa TaKaHapeueHaTa TeopeMa Ha
Bbpak, oMHOCHO € JoKa)XaHO JieKa CI000AHH TpyIo-
UM BO MHOTYOOpa3WeTo ce KapaKTepU3UpaHU CO
HWHjEeKTUBHUTE TPYNOUAN BO UCTOTO MHOTYOoOpasue.

Ha kpajor ke kaxxam nexa akajgemuk UymoHa
MOJIEIHAKBO CE OJTHECYBallle KOH CHTe, Oe3 orie Ha
HallMja, paca u penurdja. Bo cpiero umamie jpy60B
3a cekoro. beme Hen3MepHO CKPOMEH M COBECEH
YOBEK, HO M YOBEK KOj 3Haelle Ja HU YKaXe Ha
rpemkute. MmMaB romema mpuBMIerdja Aa Omzmam
HErOB YYEHHK M COpabOTHHK 3a IITO CyM My
OeckpajHo OmarogapeH. JleHec MHOTY MOU TIOCTAIKH
HaJIMKyBaaT Ha HETOBUTE.

Axazemuk Topru Uymona mounHa Ha 16
nexkemBpu 2009 roguHa, a Toa, BCYIIHOCT, MMa
ronema cumbonmka. Ha 16 nexemBpu 1946 roamna
mo4vHaj co padbora OHII030BCKHOT (HaKYITET, O KOj
nogouHa uzpacHa u [IM®  HeroBuoT BTOp JIOM.

ACADEMICIAN GJORGJI CUPONA
(On the occasion of 90 years since his birth)

Donéo Dimovski

Macedonian Academy of Sciences and Arts, Skopje, Republic of Macedonia

Academician Gjorgji Cupona has dedicated
his entire life and creative energy to mathematics.
His achievements are huge. Thus, it is not easy to
write several pages of text that will give a good
enough picture of those achievements. With a great
pleasure, as his student, collaborator and longtime
his very close friend, | am writing this text. I will do
my best to be precise and concise enough, asmy Pro-
fessor Cupona was.

Academician Gjorgji Cupona was born on
April 10, 1930 in the Pelister village Malovishte. He
completed his primary and secondary education in
Bitola, and graduated in 1953 at the Faculty of Phi-
losophy in Skopje, group for mathematics. He re-
ceived his PhD degree in 1959 at the Faculty of Nat-
ural Sciences and Mathematics (FNSM) in Skopje, on
the topic “Contribution to the theory of algebraic struc-
tures”, under the supervision of Prof. Dr. Vladimir
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Devide from Zagreb. For a short time he worked as
a high school teacher until his election as a mathe-
matics assistant at the Faculty of Philosophy in 1955.
In 1961 he was elected for an assistant professor at
the Technical Faculty (later Faculty of Electrical and
Mechanical Engineering) in Skopje. He was pro-
moted to an associate professor in 1967, when he re-
turned to FNSM, where in 1972 he was promoted to
a professor of algebra. From 1985 until his retire-
ment in 1994, he was a member of the Institute of
Informatics at FNSM.

During 1964 he was on a specialization at the
University of Manchester, UK.

In 1979 he was elected a corresponding, and
in 1983 a full member of the Macedonian Academy
of Sciences and Arts (MASA).

He has received several recognitions and
awards for his achievements, such as: plaque of the
University “Cyril and Methodius”, the award “Octo-
ber 11” in 1966, the Order of merit for the People
with a silver wreath and the Order of labor with a
golden wreath.

In Macedonian mathematics, Academician
Cupona is the founder of algebra, as well as the dis-
ciplines closely related to it, in all of its aspects. It
can be freely said that the entire algebra scientific
staff in Macedonia, as well as staff outside Mace-
donia, was developed under his substantial leader-
ship, although he was a supervisor to only four doc-
torates: Naum Celakoski, Biljana Janeva and Zaneta
Popeska (from Macedonia) and Biljana Zekovi¢
(from Montenegro). He also had a greater or lesser
share in the development of many mathematicians,
computer scientists and researchers from other fields
inside and outside Macedonia. Energetic, persistent
and patient, Academician Cupona gathered around
himself young interested students and collaborators,
constantly encouraging, guiding and working with
them, until appropriate results were obtained.

According to the achieved scientific results, he
managed to make the Macedonian algebra recog-
nizable in the world. The cooperation achieved with
a number of mathematicians from the former Yugo-
slavia and the Balkans (I will mention only a few;
Vladimir Devide, Slavisa Presi¢, Svetozar Mili¢,
Janez Usan, Kal¢o Todorov, Valentin Danilovic Bel-
ousov), as well as the large number of published
papers highlighted Academician Cupona as one of
the leading algebraists in SFR Yugoslavia and
beyond. He is the initiator for the organization of the
following conferences that were held in the former
Yugoslavia:

I Algebraic Conference, Skopje, 1980;
Il Algebraic Conference, Novi Sad, 1981;

111 Algebraic Conference, Belgrade, 1982;

IV Conference Algebra and Logic, Zagreb, 1984;

V Conference Algebra and Logic, Cetinje, 1986;

VI Conference Algebra and Logic, Saraevo, 1987;
VIl Conference Algebra and Logic, Maribor, 1989;
VIII Conference Algebra and Logic, Novi Sad, 1998.

In Skopje in 1982 he organized the Sympo-
sium “n-ary Structures” and the following year the
Second International Symposium " n-ary Structures"”
was organized in Varna, Bulgaria.

During hisworking life he was the manager of
a number of scientific projects, funded by SIZ for
scientific activities and MASA. Within those pro-
jects he regularly organized seminars, which played
asignificant role in the affirmation and scientific ad-
vancement of a large number of his students and
later collaborators. Some of the seminars were held
as one-week scientific gatherings in other places in
the Republic (Ohrid, Strugaand Pelister) with a par-
ticipation of mathematicians from Macedonia and
several university centers outside Macedonia. From
the work of those projects, the following mono-
graphs were created and published, in which
Academician Cupona has substantial participation:
- Proceedings of the Algebraic conference, Skopje,
(1980), 152 p.;
- Proceedings of the Symposium n-ary Structeres,
MASA, Skopje, (1982), 289 p.;
- Vector valued semigroups and groups, MASA,
Skopje, (1988), 198 p.;
- Complex commutative vector valued groups,
MASA, Skopje, (1992), 120 p.;

- Scientific papers on algebra in the Republic of
Macedonia 1950 — 1980, Vol. I, MASA, Skopje,
(2008), 703 p.;

- Scientific papers on algebra in the Republic of
Macedonia 1981 — 1990, Vol. I, MASA, Skopje,
(2008), 704 p.;

- Scientific papers on algebra in the Republic of
Macedonia 1991 — 2007, Vol. lll, MASA,
Skopje, (2008), 822 p.

Cupona’s role in the development of comp-
uter science in Macedonia is huge. He was one of the
initiators for the establishment of the Mathematical
Institute with anumerical center. The Council of the
University of Skopje (later “Cyril and Methodius
University”) on June 21, 1966 adopted a document
for the establishment of the Mathematical Institute
with a numerical center at the University of Skopje
(MINC) in which: 1) a lists of its tasks is given; 2)
Dr. Blagoj Popov, professor at FNSM, is appointed
acting director; and 3) a parent commission is
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formed consisting of: Joze Ulcar from the FNSM,

Dr. Milorad Radonji¢ from the Faculty of Agricul-

ture, Dr. Gjorgji Cupona from the Faculty of

Electrical and Mechanical Engineering, Dimitar

Bitrakov from the Faculty of Architectureand Civil

Engineering, Vanja Hadziev from the Institute of

Economics and Dr. Isak Tadzer, Vice Rector. It is

not exaggerating to say that Academician Cupona

dedicated his entire working life with undiminished
enthusiasm to the fulfillment of the tasks incorpo-
rated within the document for the establishment of

MINC. | will quote four of them (translated from

their original form), which Cupona fully imple-

mented and which will best illuminate his life work.

- to organize and direct the scientific research
work in the wunrepresented mathematical
disciplines, through direct elaboration of certain
problems or through study of certain areas;

- to provide assistance to experts in scientific
research work in the field of mathematics,
technical, economic and other sciences;

- to establish mathematical journals at the Uni-
versity for publishing and directly announcing
the results of its scientific research work and to
popularize mathematics;

- to contribute to the improvement of textbooks,
scripts and other aids for university and secon-
dary school mathematics teaching.

From 1969 to 1973, Academician Cuponawas
also the director of MINC. With the reform of the
University of Skopje in 1977, the MINC merged
within the newly formed Mathematical Faculty. In
1985 the University was reformed again and re-
turned to its pre-1977 form, but the MINC was not
restored. | remember that, in that period, Cupona
asked me to prepare material for establishment of a
centerat MASA, resembling MINC, emphasizing its
tasks, so my opinion is that most of the tasks in the
aforementioned document for the establishment of
MINC, were written by Cupona, on a suggestion by
Professor Blagoj Popov. Since such a center was not
established at MASA at that moment, Academician
Cupona managed, with great efforts, to establish a
special institute of the newly established FNSM, the
Institute of Informatics, where he worked until his
retirement.

As a part of his interest in discovering and
working with talented students in mathematics, in
the framework of MINC, Academician Cupona
initiated the organization of mathematical schools
for high school students, taught by eminent mathe-
maticiansand computer scientists. My first meeting
with him was at the Summer Mathematical School
in Ohrid in 1972. The commitment of Academician

Cupona for introducing and studying new mathe-
matical and computer science fields can be seen
from the topics covered in the mathematical schools.
I will list some of them:

- Boolean algebra and its application;

- Elements of probability theory;

- Programming on electronic computing machines;
- Combinatorics;

- Elements of analytical geometry;

- Fortran programming;

- Elements of set theory and topology;

- Quantum mechanics;

- Post and Turing machine and normal algorithms;
- Mathematical logic;

- Basics of linear programming;

- Basics of graph theory and applications;

- Algorithms, computer machines and applications;
- Semigroups and finite automata;

- Network planning;

- Difference equations;

- Finiteautomataand regular languages;

- Linear models and optimization;

- Topology via logic;

- Dynamical systems and chaos.

Large number of participants at these Summer
schools, from almost all places in Macedonia, later
became eminent scientists, not only in mathematics,
but in almost all of the other sciences. | will mention
only three of them, who are the same age as me: Lju-
pco Kocarev (Elecrical engeneer and PhD in Phys-
ics), Milan Kjosevski (PhD in Mechanical Sciences)
and Mile Krajéevski (PhD in Mathematics). Starting
from our high school days and these Summer
schools, we all have fruitful collaboration till today.
In that period, Cupona was a fan of the card game
Belote, that is very popular in Bitola. Since | am
from Bitola, at these Summer schools, with Cupona
we were playing Belote, and we were teaching par-
ticipants from other places to play this card game.

The role played by the textbooks: “Lectures in
Algebra”, Book I, “Lectures in Algebra”, Book I,
“Algebraic Structures and Real Numbers”, as well as
“Lectures in Calculus”, Books I, II, 1l and “Calcu-
lus”, Books I, II, 111, 1V, intended for students from
the technical faculties, which have several editions,
whose author, i.e. co-author is Academician Cupona
is immense. All those textbooks had and still have an
irreplaceable impact in the rise of algebraic and,
more broadly, mathematical culture in Macedonia.

To illustrate Cupona’s care for good educa-
tion in mathematics, | will mention that the book
“Algebraic Structuresand Real Numbers” was writ-
ten mainly for high school teachers of mathematics
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to update their mathematical knowledge. In that pe-
riod, Zaneta Popeska and myself, as students, on
suggestion by our Professor Cupona, rewrote the fi-
nal version of the book, by solving all the exercises,
that helped us to learn a lot.

The scientific work of Academician Cupona s
entirely devoted to the study of algebraic structures.
It began in the 1950s during a period of growing in-
terest in universal algebra, which later became part
of the turbulent development of algebraic n-ary
structures. His work covers a wide range of prob-
lems in a number of areas of algebra. His papers are
characterized by precision and conciseness in the
formulation and proofs of the theorems, with origi-
nality, depth and generality in reasoning.

According to the topics under consideration,
the scientific work of Academician Cupona may be
separated into several groups listed below, where the
numbers correspond to the references in his Bibli-
ography.

1. Clasical algebraic structures: (1, 3, 4, 8, 13, 14,
15, 16, 25, 52).

2. Relations and operations: (2, 5,6, 7, 9, 10, 17, 21,
53).

3. Algebraic structures with n-ary associative ope-
rations: (11, 12, 18, 19, 23, 24, 32, 33, 38,39, 45).

4. Representations of algebras in semigroups: (22,
27, 29, 30, 36, 40, 49, 55, 57, 73).

5. Algebras and generalized subalgebras: (20, 28,
31, 34, 35, 37, 43, 46, 47, 48, 50, 51, 54, 58, 69,
71,72, 75,76, 77, 78, 81).

6. Vector valued algebraic structures: (26, 41, 42,

44, 56, 59, 60, 61, 62, 63, 64, 65, 66, 67,68, 70,

74, 87, 89, 90).

Free objects in varieties of groupoids: (79, 80,

82, 83, 84, 85, 86, 88, 91, 92, 93, 94, 95, 96).

~

I will present a short description of each of
these seven groups.

The papers in the group 1 consider some
problems in finite fields, dihedral groups, reducible
semigroups, quasirings, and a special class of com-
patible semigroups. A new description of comletely
simple semigroups is given.

The results in the group 2 are about relations
among operations. Some of them are binary rela-
tions among finitary opeartions, that are gene-
ralizations of some of the relations commutatitivity,
associativity or distributivity. In the n-ary case
(n>3), itis shown that a partial associativity and the
existence of a neutral element or some other condi-
tion implies the complete associativity. Associative
w-ary operations, where ® is a countable infinite

ordinal number, are examined and it is shown that
there do not exist w-groups with more than one
element.

The papers in the group 3 are about the alge-
braic structures with one n-ary associative operation
(n = 3), called n-semigroups, or algebraic structures
with several n-ary associative operations, called as-
sociatives. It is shown that any n-semigroup is an n-
subsemigroup of a semigroup. This result (called
Post Theorem for n-semigroups), allows various
properties of n-semigroups to be examined with cor-
responding properties of semigroups. Descriptions
of associatives are given, with special attention be-
ing paid to associatives that can be embedded intoa
semigroup. The notion of an [n,m]-ring is introduced
and it is shown that any [n,m]-ring can be embedded
in a ring. A characterizations of n-subsemigroups of
some classes of semigroups, (for example periodic
and commutative semigroups) are given.

In the papers from thegroup 4, several signif-
icant results are obtained for representation, i.e. the
embedding of algebras in semigroups. Embeddings
of several classes of algebras in semigroups related
to Cohn-Rebane's Theorem are given. It is shown
that any topological algebra can be embedded intoa
topological semigroup in the sense of Cohn-Re-
bane’s Theorem and that the universal covering of a
topological n-group is a topological group. The class
of algebras that are subalgebras of semilattices is de-
scribed. It is shown that any semigroup from some
classes of normed semigroups can be embedded in a
semigroup of operations.

The group 5 is concerned with problems
related to generalized algebras, partial algebras,
varieties of algebras, and unary algebras. Questions
about the embedding of algebras in semigroups are
examined in the previous two groups, while in this
group such questions are considered in a more
general form. Insertion algebras are introduced and
represented as algebras of operations. A class of
partial algebras is described, which is a genera-
lization of the class of insertion algebras. A
sufficient condition is obtained for a variety to be an
n-variety. Polynomial subalgebras of algebras from
some variety of algebras are characterized. Results
have been presented for subalgebras, homomor-
phisms, and free objects in some classes of polyal-
gebras and for the class of hypersemigroup. A
special class of identities in n-groupoids, called
primitive n-identities, are examinedand it is shown
that the word problem is solvable in any primitive n-
variety.

In the group 6 the notion of vector valued
algebraic structuresisintroduced and examined. The
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true research on these structure starts with the paper
Vector valued semigroups (56), where it is shown
that any (n,m)-semigroup can be covered by a semi-
group. Almost all results from poliadic semigroups
connected with Post’s Theorem translate to (n,m)-
semigroups, but that is not the case concerning the
results of the existencial nature. The same is true for
the vector valued groups. Vector valued analogs of
Cohn-Rebane and Post Theorems are proven. Free
vector valued groupoids, semigroups and groups are
characterized. It is shown that there is an analogy
between the group theory and the theory of (2m,m)-
groups. The notion of an injective vector valued
semigroup is introduced and it is shown that the class
of free vector valued semigroups is a proper subclass
of the class of injective vector valued semigroups. A
combinatorial theory of vector valued semigroups is
developed.

The papers in the group 7 are concerned with
varieties of groupoids defined by some identities,
and in majority of them, a canonical description of
free groupoids is given and subgroupoids of free

groupoids are characterized. For some of these
varieties it is shown that the word problem is
solvable. The examination of the variety of group-
oids defined by the identity x"=x, led tothe notion
of a groupoid power. For some of these varities the
so called Bruck’s Theorem is obtained, i.e. the class
of free groupoids in the variety is characterized by
the injective groupoids in the same variety.

Finally | will say that Academician Cupona
treated everyone equally, regardless of nation, race
and religion. In his heart, there was love for everyone.
He was extremely modest and conscientious man,
but also a man who knew how to point out our
mistakes. It was a great privilege to be his student
and collaborator, for which I am infinitely grateful.
Many of my actions today are similar to his.

Academician Cupona died on December 16,
2009, which is actually a great symbolism. The Fac-
ulty of Philosophy was established on December 16,
1946, from which later grew FNSM - that was
Cupona’s second home.
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OMAXK 3A T'OPT'H UYIIOHA

Jbynm4yo Konapesn

MakenoHcka akazeMuja Ha HayKuTe u yMeTHoctute, Ckonje, Pemybnrka Makenonuja

Makenonckarta akajgeMuja Ha HAayKUTe H
yMmeTHOcTHTE, BO 2020 roauHa, ja og0eexKyBa JeBe-
JleceT TOMIIHAHATA O] palrabeTo Ha akajeMuK I op-
fu Uynona. Toj Gemie 4oBeK co MOBeKe TUMEH3HU:
WHTEJIeKTyallell, MaremMatudap, ¢uiao3o¢, BU3HU-
OHEp, epyauT, IaHuHap. Jlyrero ce mpamryBaa, kora
Ke T'o BHJea BO KOja, Kako Oellle BO3MOKHO KOJaTa
na ja cobepe ,,Taa MaTeMaTW4Ka M JyXOBHA BEJIH-
gpHa“ [1].

Ponen Bo MastoBuiire, Bo Oiu3nHa Ha buto-
na, akajgeMuK UynoHa ro MoMHHYBa JETCTBOTO BO
Jenu Maane, (Ha makenoHcku HoBa Ynuna), enna ox
HajcTapuTe HacenOu Bo butona, Ha uCTOUHaTA CTpa-
Ha Ha rpajot. Kako nere, Bo Jenu Maaue, fopr’n ca-
KaJl 1a urpa amui| (urpa co Majiu KOCKH O] OBIIH),
a TokMy Toa Omn axyToT Ha Tpajar Yamo: ,,Taa coja
yBepeHocT Yamo ja 3acHoBaimie Ha Toa mTo YymoHa
He caMo ITo Oerie OUToMYaHel TyKy 1 jeHUMaalell,
a TmapTujaTa, TJaBHO, TO pErpyTHpaIle CBOETO
wieHcTBO o Jenn Maane. Ho HajronemMuoT angyT BO
HETOBHUTE paie OWII TOoa IITO 3aeJHO CO HEro KaKo
nena urpaie amuaiuy® [1].

I'mvuasmja 3aBpmmn Bo buroma, Bo ,,lome
JemyeB* — mpBara ruMHa3Mja Bo ociobomeHa Make-
JIOHHW]ja BO Koja Ha 6 GeBpyapu 1945 roguna nounysa
Jla Cce W3BEyBa HACTaBa HAa MaKEeJIOHCKHU ja3uWK. Bo
1952 ronmuna, co omnmyka Ha HacTaBHHYKHOT COBeT,
HMETO € IIpoMeHeTo Bo ,,Jocun bpo3 Tuto®, a Toa
uMe ro Hocu u jgeHec. [Ipodecop Uymona ,,ymre
KaKo YYeHHUK BO THMHa3HWjaTa, IIPU CMEHYBamkETO Ha
HejzuHoTo Me ox 'Tomne JlemueB® Bo ’Jocum Bpo3
Turo‘, jaBHO M3jaBu Jieka Toa mTo ¢ Turo 3a Make-
JoHWja, Bo cBoe Bpeme Ot u ['ome JlemueB. Ha ucro
pamaumte T craBu” [1]. Tlopagu cBoute jaBHH
HacTanu, fopfn Oerre MOBHKYBAaH HAa OJTOBOPHOCT.
,,Jla e camo Toal — mmare u gpyra 3abenemka bopuc
Yakpe 3a cMeTKa Ha MPEJIOTOT HA HErOBHOT OIIO-
HeHT. — [Ipu eqHO ckaHaupame *Turto-napruja‘, Toj,
mecto Turo, m3BuKyBame "Muto*. JaBHO To 3e710a Ha
oarosoproct. Ako e Tuto HapomeH dYoBek, 0Oe3
HEKOe Meurpe, He € HaBpeaa 3a HeTo Ja ce Cropean
co Murto, TOj HapOZIeH YOBEK, ecHad, Oea 300poBHUTE
Ha Yynona“ [1].

Enen u enex u eneH ce tpu
Hojnere 3aenHo, ,.butncu’, 1969

Axagemuk Yynona 30o0pyBaiie 3a pasiukaTa
Merly mapabonuTe BO penurujara (Kpatku merado-
pUyHM ¥ OOy4yHH packazu co kou ['ocmom Hcyc
Xpucroc ce obdpaka KOH HapOJIOT U alOCTOJIHTE) U
napabonuTe BO MareMaTHKaTta (BHJ KPUBU JIMHUH).
,,BHe, TOCIIOIUHE fopr’n, Ke JI03BOJIMTE 11a BU 3a0e-
JIeKaM, CKpITHABTE OJ “JIMHWjaTa® Ha mapTujaTa. Bue
OeBTe ‘mapaboina‘, Taka U Be HapeKyBaBMe. ~Toa cym
u cera!‘ — kareropn4Ho uzjasu Yymnona. — ’AMa Kako
rparaHiH, a He Kako Maremarndap. Bo marematu-
Kara Hema JIeBO-7iecHo, Bo MaTemaTnkaTa /iBa U 1Ba
ce yetnpu‘““ [1].

Axagemuk Yymona Oermne maremarnyap. Ma-
TeMaTHKaTa WMa YyAOTBOpHa Mok: ,,Torami, Moj
OnaropoJieH npujaTerny, reoMeTpujara Ke ja ImoBjIeye
JyllaTa KOH BUCTHHATA, M Ke CO3/1ajie IyX Ha (huiio-
30(ujara ¥ ke To MOJAUrHE OHA IITO CETra € HECPEKHO
JIO3BOJIEHO Ja majue [2].

Bo 1623 roguna, ['amuneo ["anmune)j 3abemexa
JIeKa YHHBEP3yMOT € rojeMa KHWTa, HalluIlaHa Ha
MaTeMaTHUKH ja3uk. OHHE CHPOMAITHH AYIIU KOH HE
ro pa30upaaT TOj ja3WK, MPEAYNpPEIU TOj, TajlKaaT
HM3 ,,TEMHUOT JaBupuHT* [3].

Uynona nokropupamie MHOTY Miaa, Ha 29
roAWHM, co Temara ,lIpuior KoH Teopujata Ha
anre0apcKuTe CTPYKTYpHU', TO CMETaaT 3a OCHOBO-
MOJIOKHHK Ha anrebpara Bo MakeoHHja, KaKo 1 Ha
JMCUMIUIMHUTE TECHO MOBP3aHH co Hea. Toj e mpBHoT
MaKeJIOHCKM MaTeMaTthdap Koj 00jaBWJI HaydyHHU
TPyZAOBH O obisiacta anredpa.

300poT airedpa uMa KOPEH BO aparckKHoT 300p
Al-Jabr. Bo IX Bek, nepcuckuor maremaruyap al-
Khwarizmi (780 — 850) Hamumia KHura, Koja mper-
CTaByBallle IPECBPTHHIIA BO HCTOpHUjaTa Ha MaTeMa-
THKAaTa, BOCIIOCTABYBajKH ja AUCLUIUIMHATA anreOpa
[4]. U3pa3zor ,,anrebpa“ mpousiese O HACIOBOT Ha
kHurarta. Bo wmacmosoT, al-jebr w' almugabala,
300por al-jebr o3HauyBa npedpiiame Ha BETMYUHA O]
enHaTa CTpaHAa HA paBeHKAaTa Ha Jpyra, xojeka
mugqabala 3HauYM NOEAHOCTABYBalkE HA JOOHCHHUTE
nzpazu. PuryparusHo, al-jebr 3Haum Bpakame Ha
paMHOTe)kara BO paBeHkara [5].
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Meroaure 3a peniaBambe JUHEApPHH M KBaJ-
paTHU paBeHKH Oea MO3HATH yIITE OJf BPEMETO Ha
BaBuiion, HO 3a KOMIUIETHOTO pELICHHWE Ha pa-
BEHKHTE O] TPET CTeTeH (KyOH! paBeHKH ) ce YeKarle
1o XVI Bek. Bo 1202 roauHa, UTAMjaHCKHOT MaTe-
marn4dap ®udonaun (1170 — 1240) o6jaBu kHHTa, BO
Koja, Bo EBpora, ro BoBee XUHIy-apanckuoT OpoeH
cucteM. Pemennjara Ha paBeHKHUTE O TPET M YSTBPT
cTerieH npenat Oea objaBeHn Bo kHUrata Ars Magna
(Bo 1545 romuna) on Kapmano (1501 — 1576), nako
TOj HE OTKPH HHUTY €IHa OJ JBETE€ COOJIBETHHU
dopmynu [4]. DPopmynara 3a paBEeHKUTE O TPET
creried ja mpoHajae Ponrtana (1500 — 1557),
moto3HaT co npekapot Tartaglia (v [lenragen — ox
HEeNTe4N), 10JeKa PABEHKHUTE O] YeTBPTU CTEIICH I'H
pemu yuenukoT Ha Kapaano, ®epapu (1522 — 1565).

Kapmano — mekap, maTemarnyap, KOLKap H
EKCIEHTPUYHA JIMYHOCT IMap eKCelTaHc — ro objaBu
pemerrero Ha Tartaglia Bo cBojaTa KHUra u MoKpaj
TOa LITO BETH, TMOJ| 3aKJIETBa, AeKa TOA HEMa HHUKO-
ramr ja ro Hampasu. Bo Toa Bpeme, y4ecTBOTO Ha
MaTeMaTHYKH{ HATIIpeBapH Oellle HauWH Ha JKUBECHE.
Ha oBue narnpeBapu ce nmobGemyBaiiie Bp3 OCHOBA Ha
Op3WHaTa Ha pemaBame KyOHH PaBeHKH, Ia 3aToa
METOJIUTE 32 U3HAOTabe Op3H pelIeHuja ce IyBaa BO
cTpora TajHOCT. UMHOT Ha MPEIaBCTBO pe3yaTHpAIIe
BO JOKMBOTHA paclipaBuja Mery JABajlaTa mMarema-
tuyapw [4].

3a u3Haorame Ha pelICHUjaTa Ha PaBEHKHU O]
CTEIICH MOToJIeM O] YeTupu ce uyekarie g0 XIX Bek.
Cemak, MeTozuTe, 0J] BTOPUOT BEK IPEJI HAIlIaTa epa,
3a pellaBame Ha CACTEMHTE Ha JIMHEAPHH PAaBEHKH CO
ynoTpeba Ha MaTpPUIM W JACTEPMUHAHTH, TOBTOPHO
ce mojaBuja npubImKkHO KOoH KpajoT Ha XVII Bek n
BO TOA BpeMe 3allovHa pa3BOjOT Ha 00JacTa IITO
JICHeC ce HapeKyBa JIMHeapHa anreopa.

Bo panmor XIX Bek, QpaHIycKHOT Marte-
martnuap [amoa (1811 — 1832) mokaxka neka He
nocrou ommra (GopMyna 3a peliaBambe PaBeHKH O]l
CTelleH TIOToJIeM O] 4eTHpH. HeroBute pesynraTu
NpHUJIOHECoa 3a Pa3Boj Ha HOBa 00JAacT Ha Marema-
THKaTa, Teopujata Ha rpynu. ['anoa nounna Ha 20-
roauirHa Bo3pacT Bo ayen. Ce BepyBa Jeka, HOKTa
npesa (GaTtarHUOT HACTaH, c€ HAIMIIAHU MHOTY OJ
HETrOBUTE MAaTEeMaTHYKH OTKPUTHja, UJIEH IITO Ouie
1enocHo pazopanu aypu 100 roauHu MO Heroparta
cMpT. Ha maprunuTe Ha HEroBUTE OEJIEIIKH Ce 3aIlu-
manu 30oposute: ,,Hemam Bpeme!“ [4].

3a 3600pot anrebpa, npodecopor Morris Kli-
ne, MO3HAT 110 TOA IITO MUIIyBAIle 32 UCTOPHjaTa U
¢wmno3opujaTa Ha MaTeMaTHKaTa, ke HanuuIe: ,,Kora
Masgpute crturnaa po llnanuja... anrebpuct (Ha
mimaHcku algebrista)... 3Hadenre 4OBEK INTO MECTH
JTUCIIONMPAHU KOCKH... M HaJ IIMaHCKUTE OepOep-
HUOM Oea MpOHAjACHH 3HAIM Ha KOM IHUIIyBAalle

Algebrista y Sangrador (ito Bo ¢10007¢H IPEBO
3Ha4M YOBEK IITO MECTH KOCKH U TylTa KpB). Taka,
MOJKe JIa ce Kake JAeKa IOCTOU J00pa NCTOPUCKA OC-
HOBa 3a (aKToT AeKa 300poT anredpa Mpean3BUKyBa
Hemmmm mucnu® [5]. Michael Atiyah, mpercemaren
Ha Kpanckoto npymrso Bo nepuoa ox 1990 o 1995
roJHa, MaTeMaTH4Iap — CIICIHjaJICT BO TEOMETPH]a,
Ke Hamuire: ,,Anrebpa e MmoHyAara Ha faBOJNOT IO
MaTeMaTHuapoT. I aBosoT Bemu: Jac ke TH ja magam
OBaa MOKHa MalllHa, Taa ke 0JIrOBOPH Ha CEKoe Ipa-
mame mTo ro cakami. Cé mTo Tpeba Aa HalpaBHII €
Jla MM ja Aajiel AyliaTta: OTKaXH ce OJl TeoMeTpHjarta
W Ke ja uMail oBaa rnpekpacHa mammHa“ [6].

[Ipodecop Uymona beme Busmonep. [onem e
HETOBHOT aHTaXMaH U BO pa3BOjOT HA KOMIjyTep-
CKUTe Hayku BO MakenoHuja, moceOHO Ha JENOT
TECHO MOBP3aH CO MareMarukata. Toj ' MHALMpale
MPBUTE UCTPaXKyBarba BO BEIITAYKAa MHTEIUTCHIIN]a.
3a HampeIOoKOT Ha BEllTauyKaTa MHTEIUTeHIINja MO-
*eOu Hajmo0po ke moceegovaT 300poBuTe Ha Steven
Strogatz, mpodecop Mo mpuMeHeTa MaTeMaTuKa Ha
Yuusepsureror Kopaen Bo CAJl. CriopenyBajku ja
11axoBcKaTta urpa Ha mamuzara AlphaZero Bo 2018
rojuHa co urpara Ha mamuHara Deep Blue, koja Bo
naneynara 1997 ronvHa ro moOe Iy TOraiHUuOT aKkTy-
ened mamnuoH ['apun Kacmapos, Strogatz mummysa
[7]: ., Bo momobpo u Bo nosomio, Deep Blue urpaie
KaKO MallliHa, OpYTaTHO U MaTepHjaTMCTHIKHA. Mo-
XKellle Ja ro HaaMuHe rocrnoaun Kacrnapos Bo mpec-
MeTyBame, HO He W BO Mucieme”. Cemnak, Toj mo-
HaTaMy MoTeHuupaiue: ,,HajpazouapyBauku (3a apy-
TUTE Urpavd, ONMOHEHTHUTE, Moja 3abenermika) Oere
toa mwto AlphaZero usrienanie Kako ga MoOKaxyBa
pasbupame. Urpaie kako HUENIEH APYr KOMIIjyTep
JOTOTall, WHTYHTUBHO M y0aBO, CO POMAaHTHYCH,
Hanaradku T,

3a Amnpu Iloankape (Henri Poincaré), mare-
MaTHKaTta € ,,yMEeTHOCT Jia UM C€ JlaBa MCTO UME Ha
pa3nuyHu HemTa™. Ha CIIM4eH Ha4uH, MOeTUTE COo3-
JlaBaaT CJIOEBU Ha 3HAUY€HE KOpPHUCTEjKH 300pOBU M
CIIMKM IITO MMaaT IOBEKE TOJKyBamba M acolu-
jauu. Y MmatemaTn4yapuTe v IIOETUTE CE CTPEMaT KOH
€KOHOMHYHOCT M TPEIHU3HOCT BO H3Pa3yBambeTo,
M30UPajKU M TOYHO MOTPeOHUTE 300pOBU 3a Ja ro
MpeHecaT HUBHOTO 3HAYCH:E.

Ke ro 3aBpmaM OBOj OMaX 3a aKaJEMHK
UynoHa co nenoBu of necHara ,,Oxa Ha OpoeBuTe™
on [Tabno Hepyna [8]:

O, xxenra na ce 3Hae / konky! / I'mamor / na ce
3Hae / KOJIKy / sBe3/T1 Ha HeOOTO!

Hue ro morpommeme / mercTBoTo Opoejku /
KaMewa M pacTeHuja, IPCTU Ha pauere U / Ho3ere,
3pHa MECOK W 3al0u, / Haata MJaJoCT MOMHHA
npeOpojyBajku / INBYKMEbA U OTAIIKH Ha KOMETH.

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 41 (2), 87-90 (2020)



Owmasx 3a Fopru Uynona 89

JIMTEPATYPA — REFERENCES

[1] B. KocroB. ,,Omadxc 3a mamemamuuapom I opru
Yynona“, packa3z ox Bmamumup Kocrtos, Japosua.
Ckomje: MaTuna makenoncka, 2012,

[2] B. Jowett, Plato: The Republic, 1871,
http://classics.mit.edu/Plato/republic.8.vii.html.

[3] S. Drake, Discoveries and Opinions of Galileo (Dou-
bleday & Co., New York), 1957.

[4] S. Glaz, Poetry inspired by mathematics: a brief jour-
ney through history, Journal of Mathematics and the
Arts, 5:4, (2011), pp. 171-183

[5] M. Kline, Mathematics and the Physical World, Do-
ver Publications, 1959.

[6] M.Atiyah, Collected works, Vol. 6, Oxford Science
Publications, The Clarendon Press Oxford University
Press, 2004.

[7] S. Strogatz, One Giant Step for a Chess-Playing Ma-
chine, The New York Times, Dec. 26, 2018,
https://www.nytimes.com/2018/12/26/scence/chess
artificial-intelligence.html.,

[8] P.Neruda,, Ode to Numbers”, in Elemental Odes, Li-
bris, 1991.

HOMAGE FOR GJORGJI CUPONA

Ljupco Kocarev

Macedonian Academy of Sciences and Arts, Skopje, Republic of Macedonija

The Macedonian Academy of Sciences and
Arts, in 2020, marks the ninetieth anniversary of the
birth of Academician Gjorgji Cupona. He was a man
of many dimensions: intellectual, mathematician,
philosopher, visionary, erudite, mountaineer. People
wondered, when they saw him in a car, how it was
possible for the car to fit "that mathematical and spir-
itual greatness” [1].

Born in Malovishte, near Bitola, Academician
Cupona spent his childhood in Yeni Maale (English
New Street), one of the oldest settlements in Bitola,
on the east side of the city. As a child in Yeni Maale,
Gjorgji liked to play ‘asici’ (a game with small
sheeps bones), and that was exactly Trajan Camo’s
trump card: “Camo based his conviction on the fact
that Cupona was not only from Bitola, but also from
Yeni Maale, and The Party mainly recruited its
membership from Yeni Male. But the biggest trump
card in his hands was that they played asici together
as children.” [1]

He finished high school in Bitola, in “Goce
Del¢ev” — the first gimnazium in Liberated Macedo-
nia where on February 6, 1945 teaching in Macedo-
nian language began. In 1952, with a decision of the
Teachers' Council, the name was changed to “Josip
Broz Tito”, and it bears that name today. Professor
Cupona “as a student in the gimnazium, during the
change of her name from ‘Goce Delcev’ to ‘Josip
Broz Tito’, publicly stated that what is Tito for
Macedonia, in his time was Goce Delcev. He put
them on the same level” [1]. Gjorgji was held ac-
countable for his public appearances. “If only that! —
There was another remark by Boris Cakre about the
proposal of his opponent — During a chant. ‘Tito-

One and one and one is three.
Come together, The Beatles, 1969

Party’, he shouted ‘Mito’ instead of Tito. He was
publicly held accountable. ‘If Tito is a people man,
without any pedigree, it is not an insult for him to be
compared to Mito, that people’s man, a guild’, were
the words of Cupona” [1].

Academician Cupona spoke about the differ-
rence between parabolas in religion (short meta-
phorical and instructive stories with which the Lord
Jesus Christ addresses the people and the apostles)
and parabolas in mathematics (kind of curves). “You,
Mr. Gjorgji, will let me note that you have deviated
from the ‘line’ of the Party. You were a “parabola”,
that's how we called you. That | am now! - said
Cupona categorically. - But as a citizen, not as a
mathematician. In mathematics there is no left-right,
in mathematics two plus two are four” [1].

Academician Cupona was a mathematician.
Mathematics has miraculous powers: “Then, my no-
ble friend, geometry will draw the soul towards truth,
and create the spirit of philosophy, and raise up that
which is now unhappily allowed to fall down.” [2]

In 1623, Galileo Galilei noted that the uni-
verse was a large book, written in mathematical lan-
guage. Those poor souls who do not understand that
language, he warned, wander through the “dark lab-
yrinth”, [3]

Cupona received his Phd degree very young, at
the age of 29, with the topic “Contribution to the the-
ory of algebraic structures”. He is considered the
founder of algebra in Macedonia, as well as the dis-
ciplines closely related to it, he is the first Macedo-
nian mathematician who published scientific papers
in the field of algebra.
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The word algebra has its roots in the Arabic
word Al-Jabr. In the 9" century, the Persian mathe-
matician al-Khwarizmi (780-850) wrote a book that
marked a turning point in the history of mathematics,
establishing the discipline of algebra [4]. The term
“algebra” came out from the title of the book. In the
title, al-jebr w ‘almugabala, the word al-jebr means
shifting a quantity from one side of the equation to
the other, while mugabala means simplifying the re-
sulting expressions. Figuratively, al-jebr means the
return of equilibrium in the equation [5].

The methods for solving linear and quadratic
equations have been known since the time of Baby-
lon, but the complete solution of the third degree
equations (cubic equations) was not found, until the
16" century. In 1202, the Italian mathematician Fib-
onacci (1170-1240) published a book in which he in-
troduced the Hindu-Arabic number system in Eu-
rope. Solutions to the third and fourth degree equa-
tions were first published in the book Ars Magna
(1545) written by Cardano (1501-1576), although he
did not discover either of the two corresponding for-
mulas [4]. The formula for third-degree equations
was found by Fontana (1500-1557), better known by
the nickname Tartaglia (from the word stutter), while
fourth-degree equations were solved by Cardano's
student Ferrari (1522-1565).

Cardano - a medical doctor, mathematician,
gambler, and eccentric par excellence - published
Tartaglia's solution in his book despite promising,
under oath, that he would never do it. At that time,
participating in math competitions was a way of life.
The winning on those competitions was based on the
speed of solving cubic equations, so the methods for
finding quick solutions were kept strictly secret. The
act of betrayal resulted in a lifelong quarrel between
the two mathematicians [4].

Solutions to equations of degree greater than
four were not found, until the 19" century. However,
methods, from the second century BC, for solving
systems of linear equations using matrices and deter-
minants, reappeared around the end of the 17" cen-
tury and at that time the development of the field now
called linear algebra started.

In the early 19" century, the French mathema-
tician Galois (1811-1832) proved that there was no
general formula for solving equations of degree
greater than four. His results contributed to the de-
velopment of a new field of mathematics, group the-
ory. Galois died at the age of 20 in a duel. It is be-
lieved that the night before the fatal event, many of
his mathematical discoveries were written, ideas that
were not fully understood until 100 years after his
death. On the margins of his notes, the words: “T have
no time!” are written [4].

About the word algebra, Professor Morris
Kline, known for writing about the history and phil-
osophy of mathematics, wrote: “When the Moors ar-
rived in Spain ... an algebraist (in Spanish algebrista)
... meant a man who places dislocated bones ... Alge-
brista y Sangrador (which in free translation means a
man who places bones and bleeds), were words writ-
ten on signs found above Spanish barbershops. Thus,
it can be said that there is a good historical basis for
the fact that the word algebra evokes unpleasant
thoughts” [5]. Michael Atiyah, president of the Royal
Society from 1990 to 1995, a mathematician special-
izing in geometry, wrote: “Algebra is the devil's offer
to the mathematician. The devil says: | will give you
this powerful machine, it will answer any question
you want. All you have to do is give me your soul:
give up geometry and you will have this wonderful
machine” [6].

Professor Cupona was a visionary. His enga-
gement in the development of computer science in
Macedonia is great, especially in the part closely re-
lated to mathematics. He initiated the first research
in artificial intelligence. The advancement of artifi-
cial intelligence is perhaps best illustrated by the
words of Steven Strogatz, a professor of applied
mathematics at Cornell University in the USA. Com-
paring the chess game of the AlphaZero machine in
2018 with the game of the machine Deep Blue, which
in the distant 1997 defeated, then the current cham-
pion Gary Kasparov, Strogatz writes [7]: “For better
or worse, Deep Blue played as a machine, brutally
and materialistically. It could have surpassed Mr.
Kasparov in calculation, but not in thinking”. How-
ever, he added: “The most disappointing (for the
other players, the opponents, my remark) was that
AlphaZero seemed to show understanding. It played
like no other computer until then, intuitively and
beautifully, with a romantic, aggressive style.”

For Henri Poincaré, mathematics is “the art of
giving the same name to different things”. Similarly,
poets create layers of meaning using words and im-
ages that have multiple interpretations and associa-
tions. Both mathematicians and poets strive for pre-
cision and economy in expression, choosing the ex-
act necessary words to convey their meaning.

5 I will conclude this homage to Academician
Cupona with excerpts from Pablo Neruda's “Ode to
numbers” [8]:

Oh. The thirst to know / how many! The hun-
ger / to know / how many/ stars in the sky!

We spent / our childhood counting / stones and
plants, fingers and /toes, grains of sand, and teeth, /
our youth we passed counting / petals and comets’
tail.
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I'OPI'Y YYIIOHA - MATEMATHYAP, YUUTEJ, BUSUOHEP

Jumurtpa Kapunnka, CMuiika 31paBKkoBcKka

CEKABAA 3A [TIPO®ECOP I'OPI'Y UYTIOHA — YUHUTEJ CO I'OJIEM YTJIE]]
HA TEHEPAIIU MATEMATUYAPU U UHOOPMATUYAPU

Humurtpa Kapunixka, n-p, penosen npodecop Bo nensuja, Crorje, Pemmybnuka Makegonuja

Maremartnkara, OIINITO, U airedpara, moceod-
HO, TIpeTCTaByBaa >KMBOTHA MPEOKyMaluja Ha Mpo-
decopot I'opru Uymnona, KojamTo 0BeIa 10 PasBoj
Ha IOIIMPOKO Io3HaTata MakenoHcKa anredapcka
mkojia Bo 70-tute, 80-tuTe M 90-THTE TONWHM HaA
MUHATHOT BeK. Bo Toj mepuoj Oun cosnajicH
COOJIBETEH Kanap, Owiie OpraHW3WpaHyl CIIeIyja-
JUCTUYKA U MaruCTepCKH CTyIuH, Owie M3IalcHU
YHHUBEP3UTETCKH y4YeOHUIIM, 3alloyHa MeYaTeHETo
Ha CTPYYHHU M HAy4YHU CTHCaHUWja, U Oea BOBeJCHU
COBPEMEHH MaTeMaTW4KH TUCUUIUIMHU BO HACTaB-
HUTE TUTaHOBU Ha [lpupomHo-maTeMaTH4kuoT (a-
kynrer (IIM®), nmotoa nma MarematniukuoT ¢a-
KynreT 1 Ha o0HOBeHHOT [IM® BO 1985 romuna.

[Ipodecopor Uynona wmmarie BU3Hja, HIEH,
JlaBallie WHUIIMjaTUBU W Haoralle Ha4uHU 32 HUBHO
OCTBapyBame. YMeelle 1a HAceTH, 1a Pero3Hae, 1a
OTKpHE TaJCHTUPAHU YUCHHLH, CTYACHTH U 32 HUB
Jla OBO3MOXKH OPraHM3MPamke MaTeMAaTHYKH HIKOJIH
W M3JlaBamkbe COOJIBETHH TloMaraia 3a MaTeMaTHIK{
HaTIIPEBAPH.

[loceOHO BHMMaHWE W TIOMOII 3a MPOIIH-
pyBambe Ha 3HACHATa, 332 YCOBPIIYBAkE M COOJ-
BETHO HAacOYyBam€ BO HayKaTa UM NpHAaBalle Ha
YCIICHIHO JUIUIOMHUPAHUTE CTYICHTH CO OpPraHU3H-
pambe MaTeMaTH4KH KPY)KOIM, HaydYHH COOMpHU U
KOH(pEpeHIIMU BO MakeloHHja CO YYECTBO Ha €MHU-
HEHTHU CTPaHCKM HayyHuuu. ['m crnexemie moc-
TUTHATHTE Pe3yJTaTH, T'M OoJpelie copaboOTHUITUTE
BO HUBHOTO HampenyBame. IIpuroa, co cure cexo-
ram Oere OTBOPEH, UCKPEH, INPEKTEH, OCTaHyBajKH
MATEMATUYAP 3a npumep u YUUTEIJI Bo Haj-
ybaBaTa cmucia Ha 300poT. Kako HEOOWYIHO CKpo-
MEH Y0BeK, nmpodecopot Uynona usdernysarie Gpop-
MaJIHOCTH, KOHBEHIMOHAJHOCTH, HE Cakaile Io-
4YeCTH, IPU3HAHN]a, HICKaXYBamkhe 0J1aroJapHOCT KOH
HET0, UaKO HajMHOTY T 3acIllyXKyBalle.

HmaB cpeka u mpuBHIIEerHja Ha TOYETOK 1a
OoumaM cTyleHT Ha npodecopor UynoHa, a moroa
p€uucu CUTEC IoAWHH Ha MOjaTa AKTHUBHOCT KaKO
MareMaTHyap Aa Oujam efHa Ol HErOBHTE COpa-
O6otanum Ha dakyntetor 1 Ha MHCTUTYTOT, na rO
MHUHAaM IIATOT O] ACUCTEHT JI0 peIoBeH mpodecop 1o
JMHEapHa anredpa ¥ MaTeMaTHYKO IPOrpaMHUpame

co HeroBa mnoxaapmka u nomom. Ilpodecopor
YynoHa uMaiie yBuJ BO MOjaTa HACTaBHA, CTPY4HA
u HayuHa pabota. [lo pasrienyBameTo Ha MOHTE
[UIIAHU TPYIOBH, MU AaBalle MPEIIO3H 32 UCIIPAB-
KH, TIOJ00pyBamka, TONOJTHYBamka, 0e3 1a HHCUCTHPA
Ha HUBHO npugakame. TakoB Oemie ciay4ajoT U co
MOJOT MOCHeneH pakomuc ,,KoHeuHo IUMEH3Ho-
HQJIHU BEKTOPCKH HPOCTOPH BO 3aadyd CO Ipea-
JoXKeHHW perieHuja”. Bo yiora Ha perneH3eHT aaje
MHOTYOPOjHH, AETAIHO OOMUCIICHU KOPUCHH Tpe/-
JI03W 1, Ha KPajoT, MU Hanwia: ,,Bo cirydajoT ce pa-
00T 3a ()aKTOT IITO PEYHUCH CEKOTall, AypUd M
HECBECHO, C€ OOMIyBaM Jia HajliaM HEJAOCTaTOIU .
He cym cpernHasa apyr 4oBeK TOJIKY HCKpEH U
CIPEMEH Ja TH NPEHCIIUTYBa CBOMTE CTAaBOBH U J1a
npudaka MOMHAKOB MPHUCTAIT U TIICIHUIITE.

l'onemara monapiika ¥ HEHaMmeT/IMBaTa IO-
Mol o MouTe Tpodecopu, mocedbHO o Tmpodeco-
pot UynoHa, mpujoHecoa Jia CTeKHaM camo10BepoOa
BO paboTaTa, Jia C€ COOYyBaM CO TEIIKOTHH, MPOO-
nemu, aa npudakaMm 0OBPCKH, 3aJ0JDKeHU]a, QYHK-
1uu Ha QaxkyNTyTeToT, Ha IHCTUTYTOT, M BO PAMKH-
TE€ Ha MOXKHOCTHUTE J]a TH U3BPIIYBaM COBECHO.

IIpu ¢opmupamero Ha MHCTHTYTOT 32 HH-
tdhopmaruka (UMW), mokpaj MacTuTyTOT 32 MaTema-
THKa Ha 00HOBeHHOT [IM® Bo 1985 roauna, ja0j1e
JI0 M3pa3 roJIeMHUOT aBTOPUTET Ha mpodecopoT Yy-
[IOHA 1 HEroBaTa JOMHHATHA YJI0Tra BO CO3aBabETO
HAaCTaBHO-HAay4eH Kajap oj ol0iacta Ha COBpe-
MEHHUTE HayKHd W BO OP3WOT W yCIIEHIeH Pa3BOj BO
nejaocra Ha . HaBeneHuTe KOHKPETHU MOJATOIN
IO/IONTy YKaXKyBaatT Ha oBa. Bo mepuomor 1985/86 —
1994/95 roauna, Ha CTYAMUTE 110 HHPOPMATHKA Ha
[IM® nunmomupaa 162 crynentd. Bo moueTokor,
kagapot Ha MU Oewe coctaBeH oj IBajia peloOBHH
npodecopu, JABajia JOLEHTH, TPOjLIa BUIIM Mpeaa-
BayYH, J[BajIa aCHCTEHTH U YE€TBOPHUIIA TOMJI IV ACH-
CTEHTH, MOBEKEeTO OJ HUB MareMatuyapu. Ilo 10
roauHH, kagapoT Ha MU, oprannsupan Bo 3aBoj 3a
TEOPHCKH OCHOBM Ha WHQOpMaTHKara ¥ 3aBoj 3a
KOMIIjYTEPCKH HayKH U MH(POpMATHKA, TO COUHHY-
Baa TpOjLa peAOBHH Hpodecopu (MaTeMaTH4yapH),
MeTMHUHA BOHPEIHU ITpodecopu (Tpojia JOKTOpH Ha
MaTeMaTHYKd HAayKd W J[Bajla JIOKTOpU Ha HH-
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(opMaTHUKK HAyKH), YETBOpHUIA JONEHTH (CHTE
JOKTOpHU o7 obnacta Ha MHPOPMATHUKHUTE HAYKH),
YEeTBOPHIIA ACUCTEHTH (ABajlla MarucTpu Marema-
THYapd W [IBajla MarucTpu uHGOpMaTHIAPH),
Tpojla MOMJIAAM ACHUCTEHTH M IIECTMHUHA CTPYYHH
copabotHuiy, a Bo Cmeradknor neHtap Ha MU
paboTea ccTeM-HH)XEHEp — Iporpamep, orepaTop u
TeXHWYKH ceKkpeTap nakruinorpad. [Ipsure nokropn
on obnacta Ha uH(popMmarukata Ha MU nHaOpry
3aMHHAaa Ha CIeIfjan3allija Ha CTPAHCKH YHHUBEP-
3WUTETH H, 32 )KaJl, He ce BpaTHja Ha3al.

JlnyHo, Kako MaTeMaTh4yap, 4YyBCTBYBam
roJieM J0Ar KoH npodecopoT UynoHa, koj Oeme Bo
MOYETOKOT Ha CBOjaTa akaJleMCcKa KapHuepa 3a BpeMme
Ha Moute cryaun (1957/58 — 1960/61) na [IM® BO
Ckomje, mo Moeto noarame of [lojcka, kora mpeky
MaTeMaTHKaTa y4eB o] MOHTe mpodecopu 1a 300py-
BaM, Jla YMTaM, J1a MHUIIyBaM M Jla Pa3MHCIyBaM Ha
MakeJIoHCKH ja3uk. Bo akamemckara 1960/61 romau-
Ha, TMPB MaT ce Jp)Kea TpenaBama 10 HOBOBOBE-
JCHUOT TIpeaMeT AnreOpa, co COIPKHHH O aire-
0apCKku CTPYKTYPH U JIOTHKA, TIOKPaj JTOTOTAIIHUTE
npeaMeTu 3a CTYACHTHUTC OJ 4YCETBPTAa IroAuHA.
HacraBata u BexOure My Oea nOBepeHH Ha A-P
I"optu UymoHa, aCHCTEHT, 3a KOTO MPETCTOEI H360p
BO HACTaBHO 3Bame. Bo jyHCKaTa UCIIMTHA cecHja ce
IPHjaBUB 32 [OJIaramke JUIUIOMCKH HCITUT, COCTaBeH
O]l CUTE MaTeMaTWYKH IIPEeIMETH Ha IOCIeTHaTa
CTYAWCKa TOJIWHA, Kajge MTO OB eIWHCTBEHA O]
Mojara TeHepanuja. Ha JIeHOT Ha HCHOUTOT, A-P
Yyrona He OMJI TIOBHKaH 3a MPUCYCTBO, KaKO HOB
YJleH Ha WCOHUTHATa KOMHCHja, M C€ CIIy4d Ja
JIo0rjaM OlleHKa 3a IMOJIOKEH JAUIJIOMCKH UCITUT 0e3
Jla MM OMJaT MOCTaBEHH Npamiama ox 1-p YyrnoHa 3a
anreOpa. Toa GOm0 eHa O MPUYMHHUTE 30IUTO JI-P
UymoHa ce mpujaBuil Ha KOHKYpC W Ow u30paH 3a
noueHt Ha TexHuukuot ¢axynrer Bo Ckomje. Ho, n
MOKpaj Toa, TOj MPOAODKK na Apxu AnreOpa Ha
[IM®, xane mTo HaOpry ce BpaTH KaKO BOHPEICH
npodecop 3a NOJOIHA Ja OWjae YHANpPEICH BO
penoseH npodecop Ha MaTeMaTHYKHOT MHCTHTYT
Ha [IMO®.

Co TEeKOT Ha TOJUHHUTE, MOjOT JIOJT KOH IpO-
¢ecopor Uymona c¢ moBeke pacremie. Toj KOHTH-
HYUpaHO ja clejele MojaTa paboTa Kako Hac-
TaBHUK, MOUTC pPE3YJITaTH BO HayKaTa, W KakKoO

PCILICH3EHT T'M OLICHYBAllle U TH BPEJHYBAIlC HUB
00jeKTHBHO.

HezabopaBHu 3a MeHe ocTaHyBaaT IO3EM-
joTtpecuute roguHu Bo CKoIje, HO HE caMo 110 MHO-
Ty CJIOKEHUTE YCIIOBH 32 KUBOT U paboTa Ha YHU-
Bep3uTeTOT. BO TOa Bpeme, co KOJIeruTe aCUCTEHTH,
Anexcannap Camaprmcku on [IM® u Haywm llena-
Kocku ox EnexTtpo-mammHCKH QakynTeTr, OeBMe
MpPUMEHH Ha MarucTepPCKH CTYIUH MO MaTeMaTHKa
Ha bBenrpajckuoT YHUBEpP3UTET KaKo BOHPEIHU
crynenTu. Tpebarie fa monaraMe UCIIUTH 110 YeTHPH
ommty npeametd (YBon y anredapcke CTpyKType,
Tomnonoruja, Ananusa 3, Jlunepna anreOpa) mpen
M300POT U MOJIATAKHETO UCTIHT T10 TJIABEH MPEAMET U
JIBa MTOMOIITHH MPEAMETH, Pa3INYHH 32 CEKOTO O]
Hac. [Toroa, cienyBamie n3bop Ha Tema, U3paboTKa
1 00paHa Ha MarucTepCKHOT TPYyJ. TeIKOTHU ce
jaByBaa OWfejKu HEMaBMe MaTepHjalld U COOIBETHI
ynarcCTBa, rmoMarajia 3a HUBHO IOATOTBYBAam:C. HpO'
(hecopor UymnoHa, cBeceH 3a moTrpebaTa O HOBU
KaJp¥ U MaKOTPIHHUOT TAaT 32 HUBHO CO3JaBambe,
OpraHu3Mpalie MaTeMaTH4YKH KpPYXOK 3a Hac,
nocTAvMIuIoMnuTe. EnHam HenmenHo, co HETOBO
MPHUCYCTBO KAKO PAaKOBOJWTEN, HMaBME COCTAHOIIN
HA KOHM W3JIaraBME HAy4YeHU COJPXKHWHH, JUCKY-
THUpaBMe, IOCTaByBaBMeE Ipaliamka U 6apaBMe Ofro-
BOpH, ¥ HAaOraBME 3a/la4m 3a perraBame. [Ipodeco-
pOT aKTHBHO y4eCTBYBAIIE BO €€, KAKO M TOj CAMHOT
na Oeme mpen monarame ucenuTH. Kora He ce
CHaoraBMe Haj100po, U IiefajKu HE KaKo Ce MayrMe
CO MPEBOJI O] AHTJIUCKH Ha I1eJla KHUTa, BO IIera HU
pede na Oumjeme 3aJI0BOJIHM INTO C€ Haorame Ha
[aToT 32 HajoOpa3oBaHU MaTeMaTHYapH BO HallaTa
Perry0Omnmka.

On mpodecopor UynoHa HaydyuBMe aa ce
NpeucruTyBaMe TMpen JAa JaBaMe OJroBop Ha
Mpaniame U Npej Ja HyAuMe pellieHre Ha 3aja4a, a
ceKoja TeMa Jia ja aHaJM3upaMe OJ CUTE aCleKTH
NIPY HEj3MHO Pa3Tiie/yBambe.

bnaromapna cym mto ja mMaMm decTa MpH
onbenexyBamero Ha 90 TOAMHU O paramero Ha
akagemuk | opfu UyroHa, 18 HCKaKaM MOYHT KOH
HEeroBara JIMYHOCT M HETOBOTO JIENO — (yHIaMeH-
TaJTHO 32 MaKEJOHCKHUTE HAYKH.

Co BepOa 3a momoOpo yTpe Ha cute n00pH
Jyre BO CBETOT BO OBa BpeMe-HEBpEME.

CEKABABA HA TOPI'M UYTIOHA

Cwmuiika 3npaBkoBcka, Ex Ap6op, Muunren, CAJ]

[IpBuTe 360pOBM KOM MU ITafaaT HallaMeT Kora
cakam J1a ro onumaM YyrnoHa (Taka HajuecTo My ce

obpakaB TI0O HEKOJIKY [EIEHWH ITI03HAHCTBO) Ce:
YOBEK KOj € CEKOraml MOJTrOTBEH CEKOMYy Ja My

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 41 (2), 91-96 (2020)
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MIOMOTHE, a € MHOTY CKPOMEH, YE€CEH, TUPEKTEH,
BU3UOHEP U UIEAIHCT.

I'o 3ano3HaB Kora cTaHaB I'MMHa3Hjajika BO
1960 romuna, mpeky HeroBara compyra [opuia
WnmeBa, mojaTa ommiieHa mpodecopka Mo mare-
MaTuKa. Taa Baxelle 3a cTpora, Ho, BCyLIHOCT, CaMO
MOpaJiy TOA WITO TY MOTTUKHYBAILIE CBOUTE YUCHHULIN
noBeke J1a paboTar W Ja HaydaT M ceKoram Oerre
NOArOTBEHA Aa MmoMorue. Bo Taa momom ro axra-
JKUpaIlle ¥ CBOjOT COTPYT, KOj HA TOj HAYWH OTKpPH-
Ballle MOTEHIIN]jATHU WIHHU CTYIEHTH [10 MaTeMaTHKa
U IPYTH 00JIacTH.

ITonekoraiu, nako peTKo, UM OJEBME AOMa Ja
HU JaBaaT 3aJaud; W JOPYyTd MU HMaaT KaKaHo
HeoZaMHa Kako UymoHa UM IoMaraj 1o maTema-
THKa Kaj HUB noMa. OBa Me MmoTceka Ha CIEAHOBO:
B0 2002 roanHa CIIydajHO 3aMo3HaB €/IHA JKeHa, Ha
Haja 90-roauinHa BO3pacT, MHOTY UHTEpECHA U KyJI-
TypHa, AHa JOHa, 1 IOMHHAB HEKOJKY MECELUH CO
Hea. Kora pa3bpa mexka cyMm maremaruyap, MU
packaka Kako Kora Oujia y4eHHYKa, POAUTEIUTE IO
3aMOJIMJIE HEj3MHUOT YMYKO Ja M 1momara Mo mare-
MmaTtuka. W Taka, MJIaAMOT HO BEKE IIO3HAT Mare-
MaTnuap PyOMHM, Kako MmTO AHa packaxysallle,
NpYd YacOBUTE OJBpPEMe-HaBpeMe Ke Hu3je3eNl Ha
HUBHUOT 0ankoH Bo TopuHO fa cu ja KyOu KocaTta u
na Buka: “E una bestia!” Toa Oerie He3aMUCITUBO Aa
My ce ciryun Ha Uynona. Toj uMaiie, criopesl MOETO
HCKYCTBO, O€CKpajHO TpIIEHNE U CKPOMHOCT.

Tpynot ce ucnnaru; Bo 1964 ronuna, Jyro-
CIIOBEHCKaTa JIeBeTU/IeHa eKia Ha MeryHapoHarta
MaTeMaTH4Ka OJMMITHjaia BO MoCKBa nMaile JiBaj-
1a y4eHuIM Ha OpauHaTa nBojka Mnmesa-Uynona:
Bukrop YpymoB u jac. OBzie 1a cioMHam JieKa BO
Taa exura Tpojia o6ea ox CiloBeHHja, YSTBOPHIIA O
Cpbwuja u nBajua og MakemoHuja, U Jleka cCMe Ce
yIITE BO MOBPEMEH KOHTAKT; €-TIOPAaKUTe HU MOY-
HyBaaT co ,,Jlparu oauMnujuu’. Mu ce 4uHU JieKa
Oou My 6mo muito Ha UynoHa J1a 3Hae Jieka ekumnara
KOja ja mpeTcTaByBalle JyrociaByja ce ymre HocTou
KaKO TaKBa.

Bukrop u jac otumoBMme Ha cTyauu Bo Moc-
KBa, MO0 (pU3MKa U MaTeMaTHKa, COOABETHO, Ojaro-
napenue Ha ctuneHaun o1 CoserckuoT Cojy3 Kako
nomorir Ha Ckorje 1o 3emjorpecoT Bo 1963 roauna.

Ho, Busnonepckara ynora na Yymona mpo-
nospkysaie. [To HeroBa uannmjaTrua Oeme Gopmu-
paHn MareMaTnukuoT HHCTUTYT co Hymepunuku
nenrap (MUHL]) na VYausepsureror Bo Ckomje,
Kaje mro Oeme u nupektop. Maejata My Oeme na
€03/1a/1¢ MHTEPAUCIMIUIMHAPEH ICHTap Ha YHUBEP-

3UTETOT, KaJIe LITO CTPYYHallX OJ] pa3Hu 00JacTH —
MaTeMaTHhka, nHpopMaTHKa, eKOHOMHUCTH, HHKCHE-
pH, OMo03u U APYTH Ke padboraT 3aemHo. OBa Oerre
MHOT'Y HaIlpeJiHa BU3Hja BO TOa BPEeMe.

Cure Bo MUHLII 6ea BpaboTtern o UymoHa BO
npBUTe TOnUHM. [IpBH, IPpUMEHHN €elleH Mo APYT BO
TEKOT Ha eleH-IBa Mecena Bo 1969 roguna, 0eBMe
Cumeon HBanoB, Jocudp Xanwu-lIlemoB u jac. 3a
mpoctopun Hajae Oapaka Bo Kapmom mo Tex-
HOJIOIIKMOT M MaIIMHCKHOT (aKynTeT, ma mpo-
JIOJDKH €O BpabOoTyBame Ha MHOTY JIPYTH O] CEKaKBU
mucturuuHY. (Tonky MHOTY Mitagu uMarie Bo 1974
TO/IMHA INTO YETHUPH KEHH CE MOPOIMBME PEUHCH
nctoBpeMeHo.) Ce HazieBaM Jieka HEKOj ke ce 3adaru
CO MUIyBalk€ UCTOpHja HA TOj BIMjaTENICH MHCTH-
TYT, IOTKpENeHa CO OKyMEHTAIlfja; jac TakBa JO-
KyMEHTHpaHa cTatuja 0apaB, HO HE Hajl0B, MAaKO
HIOCTOjaT pa3HH, MaJKy KOHTPaIUKTOPHH MOAATOIH
mTO ce 00jaBeHN.

Yymona Oemre mpB IITO TpenaBamie TOIO-
joruja Bo MakeqoHHWja, MpeaMeT 3a KOj HhMalle
HAIMIIAHO MHOTY yOaBa ckpumnra. [lokpaj Toa, TOj
copaboTyBalIe co TOIOJI03HM HU3 LenaTa JyrociaBu-
ja, kako mTo ce, Ha npumep C. Mapaemuk, J. Bpa-
oen u npyru. Ho, Ounejku ce ouekyBaiie Bpabo-
tenute Bo MUHII na npenaBaat Ha Y HUBEP3UTETOT,
TOj MU TO J1aJie Ja TO IpefaBaM KypcoT MO TOIO-
JIOTHja ¥ BEJIHMKOAYIIHO JO3BOJH Ja T'M KOPUCTaM
HeroBuTe Oenemky. YynoHa octaHa MHOTY aKTHBEH
YJeH Ha CEeMHHApOT IO TOIOJOTHja M 3aeITHO CO
MEHE ce TPIDKEIe 32 TAJICHTUPAHUTE CTYACHTH KOU
Oca 3aumHTEepecHpaHu 3a TOj mnpeameT. OTHocie
pa30bupam 10 KOJKaBa Mepa HECeOMYHO MM IoMa-
ramre Ha MOUTE CTYJCHTH, 0COOEHO TI0 MOETO 3aMH-
nyBawe Bo CAJl. Iloeeke 3a Toa HajmoOpo caMuTe
BeKe MMaaT HAIMIIAHO WJIM, MaK, OM MOXese Jia To
cTOpar Toa BO UJIHHHA.

He moxam ga nunryBam 3a Uynona 6e3 ja ru
CIIOMHaM  JOJITUTE TPOLICTKH 110 IIJIAaHWUHUTE,
ocobeno Boano, 1 Marka, Ha KOH OJIeTiIe CO CBOUTE
MOMJIa/IM KOJIETH, KOra MyaOeToT He Oelle caMo 3a
MaTeéMaTHKa, TYKY H 3a IIOJIMTHUKA, OHNIITECTBO,
pupoa, )KUBOT. Toj Oemre MHOTY mupeKTeH, 6e3 1a
Ce TPKH J]a My C€ CIIPOTUBCTABU Ha COOECETHUKOT,
a celak o] Hero OJMKaile uieaiu3aM, ITO MHOTY
MH ce OeHAuCyBaIle.

Ce HajzeBaM Jieka BO Majia Mepa, HaKO MHOTY
HAKPAaTKO, ja WIIyCTPHUPAB MIPBATa PEUCHHIIA Of] OBHE
ceKaBama.
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GJORGJI CUPONA -MATHEMATICIAN, TEACHER, VISIONARY

Dimitra Karéicka, Smilka Zdravkovska

PROFESSOR GJORGJI CUPONA — A TEACHER WITH A GREAT REPUTATION
AMONGST GENERATIONS OF MATHEMATICIANS AND COMPUTER SCIENTISTS

Dimitra Kar¢icka, PhD, Retired professor, Skopje, Republic of Macedonia

Mathematics and algebra in general have been
a lifelong preoccupation of Professor Gjorgi
Cupona, which brought to the development of the
widely known Macedonian algebra school in the
70s, 80s and the 90s of the last century. During that
time appropriate staff was acquired, and specialist
and master (graduate) studies were organized. Addi-
tionally, university textbooks were published, and
the process of printing and publishing of scientific
and expert journals was well underway. The Faculty
of Natural Sciences and Mathematics (FNSM) also
adopted contemporary mathematical disciplines, in-
corporating them into the already existing syllabi of
the Faculty, which is a process that was adopted by
the Mathematical Faculty and the renewed Faculty
of Natural Sciences and Mathematics, in 1985, as
well.

Cupona was a professor with a vision. He was
full of ideas and initiatives, always finding opportu-
nities and creating possibilities to realize them. He
had a special sense for recognizing talented pupils
and students for which he continuously succeeded to
organize mathematical lectures and acquire all the
corresponding requirements in order to make them
present on mathematical competitions.

He was paying a special attention to the newly
graduated students as well, providing them his sup-
port and help to wider their knowledge and focus
more deeply in science. He was continuously orga-
nizing mathematical rounds, scientific gatherings
and conferences in Macedonia, where he was invit-
ing eminent foreign scientists. Following the new re-
search results and the advances of of his collabora-
tors, he was constantly encouraging them in their
work. In addition to all that, he was an open minded,
honest and direct person, remaining to be an exam-
ple of a MATHEMATICIAN in his essence and a
TEACHER in the most meaningful way. As an un-
usually modest person, Professor Cupona used to
avoid formalities and conventionalities. He didn’t
like to receive honors, recognitions nor gratitude ex-
pressions, though he had deserved them most of all.

I was lucky and privileged to have been Pro-
fessor Cupona’s student, and later, through all the
years of my activity as mathematician, to become his

colleague at the Faculty and the Institute, and to go
along my academic carrier from a teaching assistant
to a full professor of linear algebra and mathematical
programming, with his support and help. Professor
Cupona had an insight into my teachings and also in
my professional and scientific work. When review-
ing my scientific papers, he used to give me valuable
suggestions for corrections and also ideas for im-
provements, but still, without insisting on their ac-
ceptance. Same thing happened with my last manu-
script "Finite-Dimensional Vector Spaces through
Problems with Proposed Solutions". As a reviewer,
he gave me numerous but carefully thought-out use-
ful suggestions and at the end he wrote: "In this case,
it is about the fact that | almost always, even uncon-
sciously, try to find flaws." | have not met such sin-
cere person so far, a person willing to reconsider his
opinions and accept a different approach and point
of view.

The enormous support and unobtrusive help |
have got from my professors, especially from Pro-
fessor Cupona, made a great impact in my personal
development: it helped me to gain a self-confidence
in the work, to face various difficulties and solve
problems more successfully, but also to accept re-
sponsibilities within the Faculty and the Institute,
and to perform and act conscientiously, the best |
could within my possibilities.

The great authority of Professor Cupona and
his leading role in creating teaching and scientific
staff in the field of modern sciences, played a crucial
role in the establishment of the Institute of Informat-
ics, in addition to the Institute of Mathematics, both
within FNSM (renewed in 1985). Moreover, his ac-
tivities had resulted in rapid and successful develop-
ment of the Institute of Informatics. The following
specific data indicate the above. A total number of
162 students have graduated and successfully fin-
ished the studies of Informatics at FNSM in the pe-
riod 1985/86 - 1994/95. Initially, the staff of the In-
stitute of Informatics consisted of two professors,
two assistant professors, three senior lectures, two
teaching assistants and four junior assistants, most of
them mathematicians. Ten years later, the Institute
of Informatics was reorganized in 2 departments:
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Department for Theoretical Foundations of Infor-
matics and Department for Computer Science and
Informatics. The staff consisted of 3 professors
(mathematicians), five associate professors (three of
them - PhD holders in mathematics and two of them
- PhD holders in computer science), four assistant
professors (all of them PhD holders in the field of
computer sciences), four teaching assistants (two
mathematicians with MSc degree and two IT spe-
cialists with MSc degree), three junior assistants and
6 professional associates. There have also been em-
ployed a system engineer-programmer, an operator,
and a technical secretary-typist at the Institute of In-
formatics’ Computer Center. The first candidates
that have obtained a PhD degree in the field of com-
puter sciences left abroad for further specialization
at foreign universities, and unfortunately, never
came back home.

Personally, as a mathematician, | feel a great
debt towards Professor Cupona, whose academic
carrier was at the begining during my studies at
FNSM in Skopje (1957/58 — 1960/61), after my ar-
rival from Poland, when I learned from my profes-
sors and through mathematics, to speak, read, write
and think in Macedonian language. Lectures on the
newly introduced course Algebra, with contents on
algebraic structures and logic, were held for the first
time, in the academic year 1960/61. This course was
an addition to the already existing courses in the 4th
(last) year of studies. The lectures and exercises were
assigned to Dr. Gjorgi Cupona, a teaching assistant,
who was going to be awarded by an academic
teaching title. In the June exam session, | applied for
a diploma exam that consisted of all the math courses
I have followed in the last academic year of my stud-
ies, where | was the only one of my generation. Dr.
Cupona was not invited to attend my diploma exam
as a new member of the examination committee, and
thus it happened that | have received a grade for
passing the diploma exam, without answering ques-
tions on algebra contents, which were supposed to
be given by Dr. Cupona. That was one of the reasons
that made Dr. Cupona to apply for a position of an
assistant professor at the Technical Faculty in
Skopje, and consequently to get that position. Nev-
ertheless, he continued to give Algebra classes at
FNSM, where he soon returned as an associate pro-
fessor, and was later promoted to a professor, at the
Institute of Mathematics within the Faculty of Natu-
ral Sciences and Mathematics.

Over the years, my debt towards Professor
Cupona was growing. He continuously monitored

my work as a lecturer and my scientific research re-
sults, which he used to value as a reviewer, always
evaluating objectively and precisely.

Unforgettable in my memories remain the af-
ter earthquake years in Skopje, not only for the very
complex living and working conditions at the Uni-
versity. It was the period when me and my col-
leagues (fellow assistants) Aleksandar Samardziski
from FNSM and Naum Celakoski from the Faculty
of Electrical Engineering, were admitted to the mas-
ter (graduate) studies in mathematics at the Univer-
sity of Belgrade, as part-time students. We had to
take exams in four general courses (Introduction to
Algebraic Structures, Topology, Analysis 3, Linear
Algebra) before choosing to take the Main Course
Exam, all that followed by exams in two additional
courses, different for each of us. Afterwards we were
expected to select a research topic, then prepare a
Master Thesis and publicly defend it. We were fac-
ing difficulties, since we had no teaching materials
and appropriate instructions nor a corresponding lit-
erature for preparing all of the above. Professor
Cupona was aware of the need for new academic
staff and the arduous path of its creation. That is why
he organized for us - postgraduates, so called math-
ematical rounds. We had all together meetings once
a week, where we were presenting the contents
learned and searching for problems to be solved. Af-
terwards we used to discuss, ask questions and
sought answers, all that, guided by Professor
Cupona. He actively participated in everything, as if
he was about to take our exams himself. When we
were not doing our best, as for example when strug-
gling with some English translation of an entire
book, he jokingly used to remark that we had to feel
good and be satisfied, since we were about to be-
come some of the most educated mathematicians in
our Republic.

We have learned from Professor Cupona to re-
consider before answering a question or before of-
fering a solution to a problem (among other), and to
analyse each topic from all aspects during its consid-
eration.

I am grateful that I have such an honor to mark
the 90th anniversary of the birth of Academician
Professor Dr. Gjorgi Cupona, and to pay tribute on
his Personality and Life Work. His achievements
and dedication during his life are fundamental for the
development of Macedonian Sciences.

I finish this homage text paid to the respected
Professor, with a faith in better tomorrow in these
times of storm, for all the good people in the world.
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REMEMBERING GJORGIJI CUPONA

Smilka Zdravkovska, Ann Arbor, Michigan, USA

The first thought that comes to mind when |
want to describe Cupona (that’s how I referred to
him after knowing him for several decades) is that
he is someone who is always ready to help anyone,
while being very modest, honest, direct, visionary
and an idealist.

I met him when 1 entered high school in 1960,
through his spouse Gorica llieva, my beloved math-
ematics teacher. She had a reputation for being very
strict, but only because she made her students work
hard and learn mathematics, while being very help-
ful. For this help she would enlist her husband as
well, thus allowing him to scout potential future uni-
versity students in mathematics and other fields.

Sometimes, though rarely, we would go to
their apartment to get math problems; recently, oth-
ers have told me that he had also helped them with
math in the Cupona-Ilieva kitchen. This reminds me
of the following. In 2002 | met by chance a very in-
teresting and cultivated lady in her 90s, Anna Yona,
with whom | spent several months talking. When she
learned that | was a mathematician, she told me that
when she was a schoolgirl, her parents asked her un-
cle to help her out with mathematics. It was thus that
the young but already famous mathematician Fubini,
as Anna told it, would occasionally get out on their
balcony in Turin, pull his hair out and scream: “E
una bestia!” I can’t imagine Cupona ever doing that,
as in my experience he was infinitely patient and
modest.

All that work paid off; in 1964, the 9-member
team representing Yugoslavia at the International
Mathematics Olympiad in Moscow had two students
of the Ilieva-Cupona couple: Viktor Urumov and
myself. By the way, the team consisted of three
members from Slovenia, four from Serbia, and two
from Macedonia, and we are still occasionally in
touch; our emails start with the greeting “Dragi
Olimpijci.” I can’t help but think that Cupona would
be pleased to know that the team representing Yugo-
slavia still persists.

Viktor and I went to study in Moscow, USSR,
physics and mathematics, respectively, thanks to a
Soviet scholarship as help to the city of Skopje after
the devastating 1963 earthquake.

But the visionary nurturing by Cupona did not
stop there. He established the Mathematical Institute

with Numerical Center of the University of Skopje,
and was its director. His idea was to create an inter-
disciplinary center at the university, where special-
ists in various fields of mathematics, computer sci-
ence, economics, engineering, biology and others
could work together. This was a very forward-look-
ing vision at that time.

Cupona hired everybody in that Institute. First
he hired Simeon lvanov, Josif Hadzi-Pecov, and my-
self, all within a couple of months of each other in
1969. He secured one of the little prefabricated bar-
racks near the Faculties of Technology and Engi-
neering for offices and continued on his hiring spree
of youngsters in all specialties. (There were so many
young recruits by 1974, that four of us gave birth al-
most simultaneously.) | hope someone will write a
history of this influential Institute, with substantia-
tion; | looked for such a documented article on it, but
did not find one, even though there are a few slightly
contradictory accounts here and there.

Cupona was the first to teach topology in Mac-
edonia, and he wrote really nice notes for this course.
He collaborated with several topologists all over Yu-
goslavia, such as S. Mardesic, J. Vrabec, and others.
But when | started working at the Mathematical In-
stitute with Numerical Center, since the members of
that Institute were supposed to teach at the Univer-
sity, Cupona passed on the teaching of topology to
me, and generously shared his notes. He remained
very active in the topology seminar, and he and |
took care of the many talented students interested in
the subject. It was only later that | realized just how
much he had selflessly helped my students, espe-
cially after I left in 1979 for the USA. But they are
the ones who already have or could write something
more about that in the future.

I cannot write about Cupona without mention-
ing the lengthy hikes in the mountains, particularly
Vodno and Matka, which he took with us younger
colleagues, and where the conversation revolved not
only around mathematics, but also politics, society,
nature, life. He was very direct when he disagreed
with his interlocutor, but he always radiated ideal-
ism, which | truly enjoyed.

I hope I have been able to illustrate, albeit very
faintly, the sentence at the beginning of these mem-
ories.
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PROFESSOR CUPONA AND THE DEVELOPMENT OF
COMPUTER SCIENCE IN MACEDONIA

Stevo Bozinovski

Department of Computer Science and Mathematics, South Carolina State University, USA
Faculty of Computer Science and Engineering, Ss. Cyril and Methodius University,
Skopje, Macedonia
e-mail: shozinovski@scsu.edu

This paper reviews the contribution of Professor Cupona in development of Computer Science in Macedonia.
The approach taken preserves history, and all events are listed with order of time. The approach also preserves the
worldwide context of Computer Science in which development of Computer Science in Macedonia took place. The
approach also looks for pioneering contribution of Macedonian Computer Science in the world and the role of
Cupona in them. The paper emphasizes the role of Cupona in the first paper in Computer Science written in Macedo-
nian language. Working on Cupona's contribution this research looks also for contributions of the Mathematical Insti-
tute with Numeric Center (MINC) and points out a worldwide contribution by this institution. The paper also points
out Cupona's work as mathematician, on algebraic structures, and the influence of that work in education and research

of Macedonian Computer Science.
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INTRODUCTION

This invited paper is a personal view of the
author of both the contribution of Professor Gjorgji
Cupona and the development of Computer Science
in Macedonia. The approach taken in this review is
a research in history of Computer Science in Mace-
donia, preserving years when events happened. The
approach also preserves the worldwide context of
Computer Science in which development of Com-
puter Science in Macedonia took place. The paper
makes a research on Cupona's contribution as vi-
sionary, organizer, educator and inspirer of devel-
opment of Computer Science, as science in Mace-
donia.

In the sequel we first observe the role of Dr.
Cupona in mathematics competitions and nurturing
the high school talent. Then we give information
about a scientific event, appearance of a book on
cybernetics by Glushkov, which inspired Dr.
Cupona to determine the direction of development
of Computer Science in Macedonia and initiate the
first paper on Computer science written in Mace-
donian language. Then we point out the engage-
ment of Dr. Cupona in building a scientific infra-
structure, the Mathematics Institute with Numeric

Center (MINC). Then we mention some pioneering
results in development of computer science in
Macedonia. The educational influence of Cupona
as mathematician especially in the field of algebraic
structures on education and research on Computer
Science in Macedonia is also mentioned.

1960's: HIGH SCHOOL COMPETITIONS IN
MATHEMATICS IN MACEDONIA. FIRST
MEETING WITH DR. CUPONA

Many high school students in 1960's met Dr.
Cupona for the first time during preparations for
mathematics competitions. Here we will mention a
generation of mathematics competitors including
Smile Markovski, Dimitar Altiparmakov, Tome
Mickovski, Risto Ciconkov, Biljana Arsova, Eli
Delidzakova, Gjorgi Josifovski, Stevo Bozinovski,
among many others. Here we will also mention the
”1idols” Smilka Zdravkovska and Viktor Urumov,
who achieved to participate at the International
Mathematical Olympiad in Moscow. Three of the
mentioned, same generation students, Dimitar,
Smile and Stevo, participated at the federal compe-
titions in Belgrade. The system of organized work
with high school students included high school
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mathematics professors who worked with students
preparing them for the competitions. One such ex-
ample was Gorica llieva, the spouse of Professor
Cupona. She had dear personality and knowledge to
attract students towards mathematics. The author
had a privilege and a pleasure to be one of those
students.

Part of preparation for mathematics competi-
tions were various mathematics schools organized
by Dr. Cupona. During those activities the interest-
ed high school students were exposed to mathemat-
ics lectures beyond standard high school curricu-
lum. For example, at that time the concept of a set
was not in a regular high school mathematics cur-
riculum. It was taught in those extracurricular activ-
ities, along with determinants, matrices, etc. The
instructors at the mentioned mathematics schools
were university professors, for example Naum
Celakovski, Zivko Madevski, Aleksandar Samar-
dziski, Branko Trpenovski, among others.

The first meeting between this author and Dr.
Cupona happened in 1965 when Gorica llieva sent
this author to meet Dr. Cupona at the department of
Natural Sciences and Mathematics. Not knowing
the room number this author went to the library and
asked a person how to find Professor Cupona. The
person answered with room number and pointed a
time later when Dr. Cupona will be there. This au-
thor went there at the given time, and a surprise, the
person he met before in the library was actually Dr.
Cupona. Many years later this author would learn
from animal learning theory that according to
Rescorla and Wagner, systems learn only when
they are surprised. That is how a close collabora-
tion started.

1960's: THE VISION OF PROFESSOR CUPONA:
DEVELOPMENT OF AN INSTITUTION
RELATED TO COMPUTERS

During 1960's, worldwide and in Macedonia
there was thinking how to guide a development
related to computers and programming. Here we
point out the vision of professors Gjorgi Cupona
and Blagoj Popov who in 1966 formed a Mathe-
matical Institute with Numerical Centre (MINC). It
was established as an institution with special inter-
est for the society. We recognize that it was the first
institution in Macedonia which in its title had
something related to computer science. The second
institution who made such a movement was Elec-
tro-mechanical Faculty, which in 1972 established
a Cathedra of Cybernetics, led by Professor Pane
Vidincev.

One may view that there is no significant dif-
ference of 6 years, but in this case there is. In those

6 years some events happened in the world and in
Macedonia that influenced the path for the devel-
opment of Computer Science in Macedonia.

1964: A WORLDWIDE: EVENT IN COMPUTER
SCIENCE: A BOOK BY GLUSHKOV

At the time MINC was formed, an important
event in science turned out to be influential in the
development of Computer Science in Macedonia.
In 1964 the book "Introduction to Cybernetics" by
Viktor Glushkov appeared [1] offering a radical
new view toward Cybernetics. While the previous
view was related to control theory, the new book
introduced Cybernetics as Computer Science,
through theory of algorithms, languages, automata,
and self-organizing systems. Here is the chapters
overview:

1. The abstract theory of algorithms

2. Boolean functions and propositional calculus

3. Automata theory

4. Self-organizing systems

5. Electronic digital computers and programming

6. The predicate calculus and the automation of the
processes of scientific discovery

Glushkov starts with the concept of algo-
rithms in terms of machines by Post, Turing, and
Markov, as well as knowledge on propositional
calculus. The book then elaborates on automata
theory. Basing on automata concept, the book has
important contribution to the theory of self-
organizing systems. The knowledge of computers
and programming is necessary, and book covers the
programming language ALGOL. It also covers the
predicate calculus and automated reasoning, which
is a topic of classical Artificial Intelligence. It gives
algebraic treatment of most of the topics covered.
The book brought ideas from other researchers in
the field of learning for pattern recognition, for ex-
ample from Rosenblatt and his neural network
named Perceptron [2, 3] and Selfridge and his pat-
tern recognizing architecture named Pandemonium
[4]. 1t contained also the newest research of
Glushkov himself on abstract automata and self
organizing systems [5].

1967 AND 1969: THE CONTEXT:
ABSTRACT AUTOMATA WORLDWIDE

To consider the context of development of
Computer Science in Macedonia, we will now ob-
serve the worldwide development of automata theo-
ry through two significant books published in 1967
and 1969.
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Although theories of abstract automata were
developed in 1950' [e.g. 6], after the Glushkov's
treatment of automata theory, two other books rele-
vant to Computer Science in Macedonia, were pub-
lished.

In 1967 appeared a book by Marvin Minsky
with a title "Computation: Finite and Infinite Ma-
chines" [7]. To see an influential view on automata
theory at that time, here we list its chapters.

Part I: Finite state machines

1. Physical machines and their abstract counterparts.
2. Finite state machines

3.Naural networks: automata made up of parts

4. Memories of events in finite state machnes

Part 1. Infinite machnes

5. Computability, effective procedures, and algorithms

6. Turing machines

7. Universal Turing machines

8. Limitations of effective computability:
problems not solvable by instruction-obeying machiens

9. Computable real numbers

10. The relation between Turing machines and
recursive functions

11. Models similar to digital computers

some

Part I11. Symbol manipulation systems and computability

12. Symbol manipulation system by Post
13. Post's normal form theorem
14. Very simple bases for computability

In 1969 appeared a book by Michael Arbib
entitled "Theories of Abstract Automata” [8]. The
list of chapters is

I Background

1. An overview of automata theory
2. Algebraic background

I1 An introduvtion to automata theory

. Finite automata
. Turing machines and effective computation
. Post system and context-free languages

a b~ w

111 Selected topics

6. Partial recursive functions

7. Complexity of computation

8. Algebraic decomositon theory

9. Stochastic automata

10. Machiners which copute and construct

1968: THE BOOK BY GLUSHKOV AS AN
INSPIRATION FOR PROFESSOR CUPONA

At this point we observe a context of devel-
opment of Computer Science in the world in the
field of abstract automata, and in Macedonia we
observe an effort of Dr. Cupona to develop some-
thing related to mathematics and computers. Here
comes the book of Glushkov.

The Glushkov's book was translated in sev-
eral languages, for example in USA it was translat-
ed in 1966 [9]. In Yugoslavia it was translated by
Rajko Tomovic and Momcilo Uscumlic in 1967
[10]. The book was presented at the Book Fair in
Skopje. At that time the Fair was in old location on
the left bank of river Vardar. Important coincidence
was that at that Book Fair the Glushkov's book was
purchased by Dr. Cupona, and, independently, by
the author of this paper. The cover of this book is
shown in Figure 1.

UNIVERZITET U BEOGRADUY

UvoD
U KIBERNETIKU

Figure 1. The book which inspired Professor Cupona
to guide the development of Computer Science in Macedonia

The visionary Dr. Cupona realized that the
abstract automata theory is the way to go for devel-
opment of a computer science. His spouse Gorica
Ilieva was mathematics teacher of the author of this
text. The year 1968 was the year when this author
had to choose a topic of his high school (matural)
thesis. One day Gorica llieva brought the book by
Glushkov and showed it to this author and proposed
that the chapter on abstract automata be the Matural
Thesis in mathematics. The author of this text said
that he is accepting the proposal, but he does not
need the book, because he had already purchased it
at the Book Fair. That way Dr. Cupona learned
about the coincidence of purchasing the same book
with this high school student.

So, a work started of studying the automata
theory by a high school student, and Glushkov be-
came his teacher. During this period Dr. Cupona
was interested to see the progress of the work.
While the supervisor of the Matural Thesis was
Professor Gorica llieva, many discussions with Dr
Cupona were on the topic.

Having a vision of the development of math-
ematics, computer science and cybernetics, Dr.
Cupona decided to organize a seminar on cybernet-
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ics motivated by the book of Gluskov. In 1968 pro-
fessor Cupona organized the First Seminar on Cy-
bernetics in Macedonia. He used the first three
chapters of the Glushkov's book to be guidelines for
the seminar.

Nine lectures were presented by university
professors at the seminar including Naum Celako-
ski, Branko Trpenovski, Zivko Madevski, Aleksan-
dar Samardziski, and Gjorgji Cupona. He also in-
vited lecturers related to cybernetics from stand-
point of control theory (Pane Vidincev) as well as
from standpoint of biology (Lav Lozinski).

At that time there was no university instruc-
tor in Macedonia working on abstract automata.
But there was a high school student who already
wrote his high school thesis entitled Abstract Au-
tomata. Considering all that, Professor Cupona
decided that the 10th lecture of the seminar will be
on abstract automata and will be delivered by the
high school student who already had knowledge of
the subject. The lecture was written by this author
as a handout paper, reproduced on schapyrograph
(a copying technology of that time), The paper was
edited by Dr. Cupona. It was distributed among the
participants of the seminar in May 1968. The first
page of the paper [11] is shown in Figure 2.

Medinitena Post, Tjuring i Mar-
ko v ,so kol se sretnuvavmé dosega , moZat da se smetaat za.apstrak-
tni , no isto taka niv moZeme da gi prifatime kako konkretni meSini,
bidej¥i imame neposreden uvid vo nefinot na nivnoto funkecioniranje.
Sega , nakratko, ¥e se zedr#imé ne takanarefenite a p s tra.k tni
avitomat i. Kaj ovie avtomati e osnovno toa Sto se davast izve-
sni pravila spored koi raboti avtomatot.Pritoa, rabotata na aviomatot
se sestol vo toa. da preslikuva zborovi od dadena v 1 ezna az-
buka X vo zboroviod iz1leznate azbuka ¥, a sostojbi-
te-na avtomatot se karakteriziraat so.mnnicstvm sostojbi S . Toa
nagledno se pretstavuva so  crtefot na sl,1., Vo daden moment avtos
fe netot se naoga vo edna sostojbe da refeme.
, 1 ako pri negoviot vilez
na 1z1lezot

oYl s me 8
| i se dade informacija X

sl.10 Ke. go dobieme signalot od isleznata az-

a evtomatot e ja promeni sos-

+ Poprecigna definiei-
ja na ovie avtomati, ksko i davenje prikaz na clg@entite od teortja<-

buka ¥y s
stojbata , t.e. Ke dojde vo nova sostojba 5,
ta na ovie avtomati ¥e bide predmet na ova predmanje.
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Pogtojat dva vida apstraktni avtomati: M 1 1 i e—
vi i+ Murowvi,.
a potoa:so Muroviot, i pritos ¥e vidime deka postol ekvivelencije
megu niv, )

Prvo ¥e se zapoznajme so Milieviot avtomat,

.. l.1.Definicija na Milieviot avtomat. Neka se dadeni
trd mnoZestve X,8,Y , Prvoto od niv Ke velime deka e v le=-

z2na.  azbuka (X), a tretoto  (¥) se ny{gEuva izlezna
. AN A9 X
azbukeag . lMnofestvoto S e mmoZestvovB o s to Jb i, Osven

toa, neka se opredeleni dve funkcii F(s,x) i G(d,x), takvi 5to za
sgS 1 xeX, F(s,x) e nekoj element od S , G(s,x) ele-
ment od Y .Znagi, ako 8; e dadena sostojba,a x. vlezna bukva,
togad F(si.xj): 8, ke bide nova sostojba, a G(Si’xg) =yg iz-
lezna bukva. Zatoa PF(s,x) velime deka e funkcijana premi -
not , a G(s,x) funkcijana iz 1 e z o P, Dadenite tri mnoZestva

i dve funkcii gb Zinat apstraktniot avtomat 4(%,8,Y; F,G).(Za na-
tamu, namesto vlezna bukve Ke velime vlezen signel, 2 Vo istasmisla

sekoe

¥ese upotrebuva i izrezot izlezen signel.

Figure 2. Beginning of the first paper in Computer Science
in Macedonia written by Macedonian Ianguagg. It contains
a handwritten editing note by Professor Cupona.

We would point out that a review of applica-
bility of automata theoryvis given in a previous pa-
per devoted to Professor Cupona in 2010 [12].

THE IMPORTANCE OF THE 1968 PAPER

This paper shows the vision of Professor
Cupona toward the development of mathematics,
computer science, and cybernetics in Macedonia,
that it should include automata theory and related
topics. This paper marks the start of Computer Sci-
ence in Macedonia.

Dr. Cupona introduced abstract automata in
Macedonia in 1968, between the 1967 book of
Minsky and 1969 book of Arbib. The Cupona's ef-
fort was on time, enabling the Macedonian science
to catch up with development of Computer Science
in the world.

Dr. Cupona inspired a high school student to
write the first paper on Computer Science in Mace-
donian language. He created a student who was
well educated and competing in mathematics, and
now he already studied automata theory and related
topics from a teacher such as Viktor Glushkov.
Reading the book, the student viewed the next
chapter after automata theory, which was on per-
ceptrons, machine learning, and related topics in
Artificial Intelligence. In addition to that, Dr.
Cupona brought the student to the home of Lav Lo-
zinski. The three of them, in Professor Lozinski's
room, filled with piles of books on the floor, dis-
cussed about application of mathematics in biology.

The formal organizer of the 1968 seminar
was MINC. It was one of contributions of this insti-
tution to development of Computer Science in
Macedonia.

1969: A WORLDWIDE EVENT. THE BOOK
OF MINSKY AND PAPERT

Two years after his book on abstract ma-
chines, Minsky decided to give contribution to pat-
tern recognizing learning machines, and in 1969 a
book appeared by Marvin Minsky and Seymour
Papert named "Perceptrons™ [13]. This book points
some limitations of perceptrons. By many Al
reserchers it was interpreted as neural network re-
search is not promising. Because Minsky was very
influential name in Computer science, the National
Science Foundation (NSF) of USA stopped financ-
ing the artificial neural networks research.

In that worldwide context, after the 1968 lec-
ture and paper, this author continued his study at
the Electrical Engineering department (ETF) of
University of Zagreb. At ETF Zagreb, this author
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looked for opportunity to work on chapter IV of the
Glushkov's book, self-orgnizing systems. In 1971
University of Zagreb opened a competition for a
student scientific work, named 1st of May Prize.
This authot went to Professor Ante Santic who was
the only professor having the word perceptrons in
his syllabi. Dr Santic gave a support, and the paper
was written [14], entered the competition, and was
awarded by the university Rector, Professor Ivan
Supek. More importantly, perceptrons and machine
learning were now already studied by this author.
Also, the first software was written, in Fortran lan-
guage, to simulate the learning process of a perce-
otrion in recognizing patterns on a binary retina.

Regarding the book of Minsky and Papert,
this author read it at that time, 1971, in Zagreb, in
Russian translation. From reading the book, for this
author it did not seem evident that the neural net-
works are not a promising direction, and he decided
that he will continue his research on neural net-
works and related topics.

In the meantime, in 1971 ETF in Zagreb
opened the first undergraduate computer science
program in Yugoslavia. This author was the first
generation students of that program.

A series of works followed on neural net-
works. An undergraduate seminar work on digital
integrated circuit (DTL technology) simulating a
neural network for conditioned reflex [15], was the
first work on simulation a neural network in hard-
ware. It was used later in a textbook by Professor
Santic [16, Fig. 1, 28]. The undegraduate Diploma
Thesis was on simulation of neural elements with
both impulse (astable multivibrator) and digital
electronics [17]. The Master's Thesis was on soft-
ware simulation of perceptroms for pattern recogni-
tion. [18].

So, despite the view of Minsky and Papert
[13], this author continued working on neural net-
works believing that neural networks approach is
very promising.

1974-76: MINC: APPLICATIVE
COLLABORATION WITH OTHER
INSTITUTIONS

In 1974 the author of this text joined the
Mathematical Institute with Numerical Centre
(MINC).

Since 1968 this institution has grown signifi-
cantly. The directors of MINC were B. Popov
(1966-1969), G. Cupona (1969-1973), 1. Sapkarev
(1973-1975), and Z. Madevski (1975-1977).

By 1976 MINC employed 16 people from
various disciplines, including mathematicians, elec-

trical engineers, computer scientists, and econo-
mists. Here is the list of scientists engaged by
MINC with years of their employment:

S. Zdravkovska, S. Ivanov, J. Hadzi-Pecov (1969), T.
Surlezanovska (1970), R. Sokarovski, D. Korobar Tanevska,
N. Sekulovska, Lj. Stefanova (1971), V. Naumovska , V. Ku-
sakatov (1972), D. Mihajlov, D. Nikolic, M. Kon-Popovska, V.
Naumovska (1973), S. Bozinovski, M. Simova (1974), D.
Dimovski (1976).

The Institute also had external collaborators,
people employed in other institutions.

MINC engaged in two directions, applicative
and scientific. Because MINC was a creation of Dr.
Cupona, here we will mention the applicative and
scientific work undertaken within MINC by this
author.

The first applicative work was a collabora-
tion between MINC and Clinic of Neuropsychiatry.
Figure 3 shows the collaboration agreement.
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Figure 3. The collaboration agreement between MINC
and Clinic of Neuropsychiatry, 1974

The collaboration was established by letters
from directors of both institutions, by Professor
llija Sapkarev for MINC and Professor Petar Fild-
isevski for the Neuropsychiatric Clinic. It was the
first applicative formal collaboration of MINC with
another institution. The collaboration with this clin-
ic enabled working with section for biosignals, es-
pecially EEG. The first teacher to this author about
reading an EEG was Dr. Liljana Dzambaska, but
collaboration was carried out also with Dr. Ale-
ksandar Naumovski and Dr. Vera Ivanova.
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Next collaboration was established with Za-
vod for Mental Health of Children and Youth. Col-
laboration was established on the project for growth
and development of the children in the first three
years. It was a project supported by USA, and pro-
ject representative was Professor Robert Reed,
from Department of Biostatistics, Harvard School
of Public Health. Two people were engaged from
MINC, the author of this text and Simova Marija.
They worked on processing the Binet-Simon scale.
Collaborators from the other institution were Ruzi-
ca Keramitcieva and Sineva Joveva.

Another collaboration was established in
1976 with Institute of Physiology led by director
Professor VVanco Kovacev. It was for the project on
physical and functional characteristics of the popu-
lation in Macedonia. A database was built contain-
ing 150,000 entries. The author of this paper
worked together with Margita Kon-Popovska. This
project brought the first payment to MINC for its
applicative engagement.

1976: MINC: THE FIRST MACEDONIAN
WORLDWIDE ACHIEVEMENT IN COMPUTER
SCIENCE

Although applicative work was encouraged
by MINC, the scientific work was its primary fo-
cus. Three papers of this author are mentioned here:

In 1975 a paper was published in the Review
of Psychology which was printed in Zagreb, and
was about abstract automata and neural networks
[19]. The pioneering scope of this paper is local, it
is the first Artificial Intelligence journal paper by a
Macedonian author.

The second paper was a local paper entitled
"An approach toward threshold elements and for-
mal neurons” [20] and was actually a presentation
for MINC about the research in neural networks
carried out at MINC. The presentation advisor was
Smilka Zdravkovska.

The third was a pioneering paper published
in 1976 as a conference paper. It was entitled "In-
fluence of pattern similarity and transfer of learning
on the training the base perceptron B2" [21]. Many
years later it was realized worldwide that transfer
learning is important concept of Machine Learning.
The second paper of the topic was published in
USA in 1991 fifteen years after this pioneering pa-
per [22]. This paper written by an employee of
MINC in 1976 is now cited in historical part of the
Wikipedia topic on transfer learning [23, 24]. This
achievement of MINC is due to engagement of Dr
Cupona and the 1968 paper.

It is important to mention a 1976 work of
Professor Cupona. Being great supporter of devel-
opment of MINC and Computer Science in Mace-
donia, he also remained primarily professor of
mathematics. In 1976 he published his textbook
"Algebraic Structures and Real Numbers" [25].
Later it will become relevant to education of Com-
puter Science in Macedonia.

1977-1979: CUPONA'S WORK ON COMPUTER
SCIENCE EDUCATION THROUGH
MATHEMATICAL SCHOOLS

Professor Cupona was engaged in Mathemat-
ical Schools for education of students interested in
mathematical competitions through mathematical
summer schools. After 1968 he realized that com-
puter science education should be applied at level
of the summer mathematical schools. At that time,
at the end of 1976, this author joined the Cathedra
of Cybernetics of the Electro-mechanical Faculty.
He started teaching as teaching assistant the subject
of digital computers following the book of Branko
Soucek, who was his professor of computers and
processes at the University of Zagreb.

In 1977 Professor Cupona was organizing a
mathematical school in Ohrid, and he asked this
author to carry out a mathematical school providing
deeper knowledge than the standard Fortran pro-
gramming. A 44-page booklet was prepared [26] to
support teaching the relation between computer
hardware and software as well as programming at
the machine level.

1979-1981: FOLLOWING THE VISION OF DR.
CUPONA, JOINING A MILITARY RESEACH
ON NEURAL NETWORKS IN USA

In 1979 two events happened which highly
influenced development of Computer Science in
Macedonia and in the world.

First, the author of this text applied for a
Fulbright scholarship. He met Dr. Arbib at a con-
ference in Bled and asked him if he is interested in
neural networks research. Arbib said that the author
should apply to his institution, University of Mas-
sachusetts at Amherst.

The second event was related to the context
created by the book of Minsky and Papert. In 1979
there was no federal funding of artificial neural
networks research. However, the Air Force base in
Dayton, Ohio, decided that artificial neural net-
works research is needed, and decided to finance
itself such a research. They opened a project at the
University of Massachusetts at Amherst in 1979 at
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the time the author of this text asked Arbib to work
on neural networks. Arbib recommended contact
with Professor Nico Spinelli, who was the leader of
the group, named Adaptive Networks (ANW)
group carrying out the project. So, the author of this
paper was accepted to work on a military funded
project on neural networks.

Observing this event, we can see that the vi-
sion of Dr. Cupona created a student who is now
proficient in theory and programming of neural
networks and is part of USA military project on
that topic. So, the firm belief of this author in neu-
ral networks, rather than the common belief that
those are "weak methods" in Artificial Intelligence,
paid off. The vision of Dr. Cupona now reached the
worldwide science.

Having both theoretical and programming
knowledge of neural networks this author was able
to produce significant pioneering results. Some of
them are introduction of the concept of self learning
(besides supervised and reinforcement learning)
and, introduction of emotion in neural network
learning, introduction of genetics in neural net-
works learning, the solution of the problem of rein-
forcement learning with delayed rewards, among
others [27-30]. Those are results of the knowledge
gained from the Cupona's 1968 vision. It should be
mentioned that direction and the challenges related
to reinforcement learning was defined by Adaptive
Networks (ANW) group which carried out the pro-
ject (in 1981 Spinelli, Arbib, Barto, Sutton, Ander-
son, Porterfield, Bozinovski). However, the self-
learning research direction, based on emotion and
genetics, was determined by the author of this text.

In 1986 a book appeared by David Ru-
melhart, Jay McClelland, and the parallel distribut-
ed processing group entitled "Parallel Distributed
Processing™ [31]. It basically said that the neural
networks research is indeed promising. So, NSF
started again financing such research, and neural
networks research become a mainstream in Artifi-
cial Intelligence.

1982-1989: MORE PIONEERING RESULTS
BY THE MACEDONIAN COMPUTER SCIENCE

During 1982-1988 the author stayed in in-
tensive contact with Dr Cupona. Each year since
high school he visited his home for the birthday of
Professor Gorica llieva. Many times, this author
and Dr. Cupona hiked on mountain Vodno. One
was night hiking over Vodno to the water spring
above village Sopiste. A hike took place on moun-
tain Skopje's Montenegro, Dr. Cupona was always
informed and interested in the work of this author.

Several worldwide pioneering results hap-
pened in this period and here will be mentioned two
of them.

In 1986 the first speech-controlled robot was
built in Macedonia [32, 33]. A robot was controlled
by the following commands: "trgni”, "nazad", "le-
vo" desno" and "stoj". Because the robot was creat-
ed in Macedonia, and understood only the Macedo-
nian language, we may say that the first in the
world robot whose movement was controlled by
speech commands was a Macedonian. It is a possi-
bly a strange sentence but in a sense it is true.

The second worldwide pioneering result is
the first control of a robot using signals emanating
from a human brain. It happened in 1988 [34] and it
solved the long lasting problem, the engineering
solution of the science fiction belief in psychokine-
sis, movement of a physical object using only ener-
gy emanating from a human brain.

The knowledge used to approach this scien-
tific challenge was partly influenced from automata
theory initiated by Dr. Cupona, the mathematical
methods in biology influenced by inspiration from
Dr. Cupona and Professor Lozinski in 1968, and
EEG knowledge obtained in collaboration between
MINC and Neuropsychiatric clinic, mentioned be-
fore.

Figure 4 shows the abstract automata graph
(Moore type) used in the 1988 design of control of
robot using EEG signals.

robot
follow line

increase CaV

Figure 4. Abstract automaton (Moore type) used in design
of the pioneering control of robot movement using EEG signals

As Figure 4 shows, initial (default) robot be-
havior is following a line on the floor using own
artificial intelligence. If a human increases his al-
pha rhythm amplitude (Contingent alpha variation
(CaV) ) the robot stops. If CaV is decreased the
robot continues its default behavior.

It should be noted that the next result of con-
trolling a robot using EEG signals was reported in
USA [35], 11 years after the Macedonian result.

This 1988 event is currently recognized as a
historic event in science related to bioelectric sig-
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nals. The Royal Society created a timeline chart
placing this event as historical achievement [36].
Figure 5 shows part of that history chart.

Timeline

Figure 5. A Royal Society history chart starting from ancient
Egypt, pointing out the 1988 historic event

The chart shown in Figure 5 has another
page, to the right, not shown here. Note that the
chart on Figure 5 should be read left-to-right and
then right-to-left. It should be noted that the Royal
Society is the oldest scientific academy in continu-
ous existence, and in 1687 they published Newton's
Philosophiae Naturalis Principia Mathematica.

1986-1998: CUPONA AND HIS CARE FOR
THE PEOPLE WORKING ON COMPUTER
SCIENCE IN THE INSTITUTE
OF MATHEMATICS AND INFORMATICS

Institute of Mathematics and Informatics
continued the work of MINC. It was a part of De-
partment of Natural Sciences and Mathematics. Dr.
Cupona took care of the people employed in this
institution. He asked the author of this text to be a
Mentor of the PhD Thesis of G. Jovanéevski. That
way the collaboration continued with Institute of
Mathematics and Informatics.

This collaboration produced a work on using
a neural network in tuning an operating system

[37]. Also it produced a work related to graphical
representation of neural network learning in the
teaching space and viewing neural network teach-
ing as an integer programming problem. This part
of research was carried out with help of Professor
Dimitra Karc¢icka [38, 39]. All this work and col-
laboration was initiated by Dr. Cupona.

1994-1998: INFLUENCE OF CUPONA
ON MATHEMATICAL EDUCATION
OF STUDENTS OF COMPUTER SCIENCE
IN MACEDONIA

This author was inspired by the work of Dr.
Cupona and his work on algebraic structures [25].
Figure 6 shows cover page of Cupona's book on
algebraic structures.

CVH
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Figure 6. The cover of the 1976 Cupona's book on algebraic
structures

Here we list the chapters of the book:

1. Elements of set theory

2. Grupoids. Operations with natural numbers

3. Integers

4. Congruences and isomorphisms. Rational numbers
5. Ordered fields. Real numbers

Influenced by the work on Dr. Cupona on al-
gebraic structures the author of this text provided to
his students of Computer Science at the Electrical
Engineering Faculty some background on algebraic
structures. Two of his textbooks explicitly con-
tained a mathematical Appendix covering the topic.

One of the books was entitled "Operating
Systems and Systems Software I: Von-Neumann
Computers and Monoprocessing Operating Sys-
tems" [40]. The cover page is given in Figure 7.
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V" CUICTEMIGKIE GOl

Figure 7. A 1994 Computer Science book having
an Appendix covering algebraic structures influenced
by the work of Dr. Cupona.

Here is the list of chapters of the mathemati-
cal appendix of this book:

Mathematical basis of operating system DOS and UNIX

1. Files

11. Congregations, collections, sets, populations

1.2. Orderings

1.3. Tree-like orderings. rt strings

1.4. Files, file bases, file spaces, file addresses. Com-
plete file names

2. Commands

2.1. Functions. Compositions

2.2. File functions

2.3 Assumed domains and codomains

2.4. Composition of file functions

2,4, Reporting functions

2.5. Commands

3. Operating systems DOS/UNIX

3.1. File spaces of DOS/UNIX

3.2. Commands of DOS/UNIX

It can be seen that this appendix not only
gives background of algebraic structures, but it also
uses them to model file structures. In addition, this
Appendix has a view that mathematics should start
with a concept of congregations (in the book the
author used the Macedonian word "zbirstina™) be-
cause a set has certain rules of formation.

The second Computer Science book contain-
ing an algebraic structure Appendix was the book
entitled "Robotics and Intelligent Manufacturing
Systems" [41]. Its mathematical Appendix contains
the following chapters:

1. Non-structured: congregations, collections, sets,
populations

2. Primitive structure. Full (Cartesian) product

3. Relations and graphs.

3.1. Transitive relations and their taxonomy

4. From structures to algebras
4.1 Partially ordered sets

4.1.1 Graphical representations
5. Supremum and infimum

6. Lattice structures

7. Algebraic structures

8. Boolean algebras

2005: LAST MEETING WITH PROFESSOR
CUPONA

After 2001 this author joined the Mathemat-
ics and Computer Science Department of South
Carolina State University. The meetings with Dr.
Cupona become rare. The last one was at the funer-
al of Professor Branko Trpenovski in May 2005. It
was just a short, cordial communication, in pres-
ence of other people. There was no time for moun-
tain hiking.

2014-2017: CUPONA'S INFLUENCE IN A
MATHEMATICAL THINKING: FROM HIGH
SCHOOL COMPETITIONS TO TURING MA-

CHINES AND INFINITE SERIES OF INTEGERS

Here we will mention a mathematical reason-
ing influenced by the high school competition,
mentioned at the beginning chapter of this paper.
The reasoning starts with the mathematical term we
used very much in mathematics competitions, a2-b2.
If we consider integers, then for two consecutive
integers a = n+1, b = n, where n is even, we obtain
the result n + (n+1) = - n? + (n+1)? [42]. For exam-
ple 0+1 = -0?+12, 2+3 = -22 + 3?, etc. Summing
those equations step by step to infinity we have

1+2+3+4+5+... = 12-22+3%-42+52 - .. (1)

The left side of equation is known as Euler-
Riemann zeta function for argument -1, £(-1), and
the right side is Dirichlet eta function for argument
-2, n(-2). The equation (1) can graphically be illus-
trated as in Figure 8.

1 3 5 7911 1315 17 921‘3 5\ 27\ 29
1]

-400 3

—&— Series]
—=— Series?2|

Figure 8. The relation between £(-1) (Series1)
and n(-2) (Series2)
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It can be seen from Figure 8 that the function
€(-1) is the above envelope of the oscillating func-
tion n(-2). That can be described for example by

1(=2) =¢, (=D cos(n-1)z 2

where n denotes the n-th partial sum and n goes to
infinity. In a Computer Science paper published on
this subject [43] equation (1) is related to integers,
Turing machines, and infinity.

This work shows the influence and legacy of
Dr. Cupona through mathematical competitions,
automata and Turing machines, algebraic struc-
tures, and integers, which lasts till recent days.

DISCUSSION

This paper takes a historical review, pointing
time periods of the development of Computer Sci-
ence in Macedonia, where Professor Cupona has an
essential role. The paper shows the competitive
work done in Macedonia in the field of Computer
Science and relates it to the worldwide results. Pro-
fessor Cupona significantly contributed to this cul-
tural competition.

Following the vision of Dr. Cupona, Mace-
donian Computer Science was able to produce sev-
eral pioneering results. Here mentioned is the first
work on transfer learning in neural networks (1976)
in which case the second such work was carried out
15 years later, in 1991, in USA. It is pointed out
that this result was achieved by Mathematical Insti-
tute with Numeric Center (MINC) which was a cre-
ation of Dr. Cupona. Another work mentioned here
is the first control of a robot using EEG signals in
1988, in which case the second such work was car-
ried out 11 years later, in 1999, in USA.

CONCLUSION

Professor Cupona made a very significant
impact of the development of Computer Science in
Macedonia at several levels:

1) As visionary, he has seen that Computer
Science should follow the way of algorithms, abstract
automata, Turing machines, and related topics.

2) As organizer of Computer Science infra-
structure, he formed the Mathematical Institute
with Numeric Center in 1966.

3) He was active in working with high school
students and mathematical competitions.

4) He was significant supporter of the Insti-
tute of Mathematics and Informatics.

5) He created conditions that allowed pro-
duction of worldwide pioneering results, for exam-

ple the 1976 result produced by MINC on transfer
learning in neural networks.

6) He took care of development of computer
science oriented people at Institute of Mathematics
and Informatics.

7) He provided educational background on
algebraic structures which was followed by many
mathematicians as well as computer scientists.

8) He inspired many of his followers to think
in terms of algebraic structures, and related topics.
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MNPO®ECOPOT YYIIOHA U PA3ZBOJOT HA KOMIIJYTEPCKHUTE HAYKHU
BO MAKEJOHHNJA

CteBo Bo:xxnnoBckn

Opnnen 3a MaTeMaTHKa M KOMITjyTepCKH Hayku, [p>kaBeH yHuBep3uteT Ha Jyxna Kapomuna, CAJ]
DakynreT 3a HHPOPMATHIKH HAYKH W KOMITjYTEPCKO HH)KEHEpCTBO, Y HuBep3ureT ,,CB. Kupmn u Meroaunja“, Ckorje,
Maxenonmuja

Ogaa craryja JaBa Iperiieq Ha MPHUIOHECOT Ha mpodecop UymoHa BO pa3BOjoOT Ha KOMITjYTEPCKUTE HAYKH BO
Makenonyja. IIpucranor € o1 riiefHa TOYKa Ha HCTOPHCKHOT Pa3BOj, CO PACIIOH Ha TONVHHU HaBEOCHH 3a MOCAUH
npugoHec. Ce moynysa ox 1960-ture roguuu ¥ GopMupameTo Ha MaTeMaTHYKHOT HHCTUTYT CO HyMEPHYKH LICHTap.
[ToTtoa ce ucrakHyBa ynorara Ha UynoHa BO NMOTTHKHYBAaHETO HA MPBUOT TPYJ HAIMIIAH HA MaKEeIOHCKH ja3uK O
obnacTa Ha KoMIjyTepckuTe Hayku. Ce HaBeqyBa HEroBaTa yjaora BO IMOHEPCKHUTE JOCTUTHYBamba Ha MaKeJIOHCKATa
KOMIIjyTepcKa HayKa BO CBETOT. MICTO Taka, ce HaBeayBa HETOBHOT NPHUIOHEC KAKO MHCIHUPAILUja 3a KOPHCTEHE Ha
MareMaTHKara Bo paboTara U UCTPa)KyBambeTO BO KOMITjYTEPCKUTE HAYKH.

Koayunu 360poBu: npodecop UynoHa, pa3Boj Ha KOMITjyTepckuTe Hayku, Makenonuja 1964—2017
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ON FREE GROUPOIDS WITH (xy)" = x"y"
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We investigate free objects in the variety of groupoids which satisfy the identity (xy)™ = x™y™. Under certain
condition for the groupoid power x™, i.e. for simple groupoid powers, a canonical description for free groupoids in such
varieties is given and they are characterized by the injective groupoids in these varieties.
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INTRODUCTION

In the papers [3,5,6,8,9], Cupona and coau-
thors investigated free objects in varieties of group-
oids satisfying some identities among groupoid pow-
ers. Free objects in the variety of groupoids satisfy-
ing the law (xy)? = x2y? are investigated in [4]. Al-
most 20 years ago, together with Professor Cupona,
we obtained a canonical description of free objects
in the variety of groupoids satisfying the identity
(xy)™ = x™y™ for some groupoid powers x™. This
result was not published, and the question of finding
a canonical description of free objects for an arbi-
trary groupoid power x™ is still open. In this paper
we present a slight improvement of the above men-
tioned, canonical description.

First, we state some necessary preliminaries.

Let G = (G,") be a groupoid, i.e. an algebra
with a binary operation (x,y) - xy onG. If a = bc
for a,b,c € G, we say that b, c are divisors of a in
G. A sequence a4, a,, ... of elements of G is said to
be a divisor chain in G if a; 4 is a divisor of a;. We
say that a € G is a prime in G if the set of divisors of
a in G is empty. A groupoid G = (G,") is said to be
injective if xy = uv implies (x,y) = (u,v), for any
X,¥,U,V € G. By a “free groupoid” we mean “free
groupoid in the variety of groupoids” (i.e. an “abso-
lutely free groupoid”).

The following characterization of free group-
oids is well known (see for example [1], 1.1.)

Theorem. 1.1 A groupoid F = (F,") is free if and
only if (iff) it satisfies the following conditions.

(1) Everydivisor chainin F isfinite.

(2) Fisinjective.
Then the set B of primesin F is nonempty and it is
the unique basisof F. m

Throughout the paper, a free groupoid with
basis B will be denoted by F or F(B). For any v €
F, we define the length |v| and the set P(v) of parts
of v by:

|b| =1, |tul=1[t|+ |ul
P(b) = {b}, P(tu) ={tu}UP(t)UP(u)
foreveryb € B, t,u €F.

GROUPOID POWERS

We recall some definitions, notions and state-
ments from [7].

Let E = (E,") be a free groupoid with one-el-
ement basis {e}. The elements of E will be denoted
by f, g, h, ... and called groupoid powers.

If G = (G,”) isagroupoid, theneach f € E in-
duces a transformation £¢ of G (called the interpre-
tation of f in G) defined by:

fE) = o)
where ¢,:E = G is the unique homomorphism
from E to G such that ¢, (e) = x. In other words

ef(x) = x, (fR)°(x) = fE(X)RE(x),
forany f,h € E,x € G. (For a fixed groupoid G we
usually write f(x) instead of £%(x).)

Each f € E induces a transformation f£ of E.
We define a new operation " o " on E by:

feg=rE9 =f9.
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So, we obtain an algebra (E,o,") with two op-
erations, such that forany f,g,h € E :

e o f = f oe = f
(fg)eh=(foh)(geh).

A power f € E is said to be irreducible if
f#*eandf =gohimpliessg=eorh=e.

The following facts for any f,g,p,q €E,
t,u € F can be shown by induction on lengths.

2111 = If1t].

22t € P(f(t).

23 (f(t) = g(u) and [t] = [u]) iff

(f =gandt = u).
24 (f(t) = g(w) and |t| = |u]) iff
(3th € E)(t = h(u) and g = h(f)).

2.5 (E,o, e) isa cancellative monoid.

2.6 If the length of a power f isa prime inte-
ger, then the power f isirreducible.

27 1f fop=goq and p,q are irreducible,
thenf =gandp =q.

2.8 For f # e thereisaunique sequence of
irreducible powers py, p,, ..., Px Such that

f=piep2o.opk.

2.9 Themonoid (E e, e) isa free monoid, with
a basis the countable set of irreducible powers.

For a fixed groupoid power f € E of length n
we will write x™ instead of f(x). For n = 2 there is
only one power, x2 = x - x, but for n > 3 there are
different n-th powers. For example, x3 = x2 - x and
x3 = x - x? are different powers, and they are the
only powers of length three. There are five different
powers of length four: x* = x3-x, x*=x2-x?,
x*=x-x3x*=(x-x?)-xand x* = x - (x - x?).

It is well known that there are -2=2! groupoid
n!(n—1)!

powers of length n, i.e. n-th powers (see, for example
[2] page 125, or [7] (1.8)).

A CLASS OF GROUPOIDS
DETERMINED BY GROUPOID POWERS

Let f € E be agroupoid power of length n and
let B be a nonempty set. We will present a specific
construction of a groupoid, denoted by R(f, B), de-
termined by f and B.

If G =(G,) is a given groupoid, for any
nonnegative integer k we define a transformation
(k): x = x® of G as the k-th power of f in the mo-
noid (E,o, e), i.e.

x© =, x0+D = (xR,

Using the notion x™ instead of f, we have:

x© = x xG+D) = (x(k>)”.

Since a free groupoid F is injective, it follows
that the transformation (k) is injective on F, for any
k = 0. Thus, for each k = 0, there exists an injective
partial transformation (—k): x — x(=%) on F defined
by:

y(R = x iff x(K) =y,

Forany u € F, there exists a largest integer m,
such that uC=™ € F. We denote this integer by [u]
and call it the exponent of w in F.

It is easy to show that the following facts are
true for all u, v € F and all integers t and s.

31 u® eFiff t+[u]>0.

3.21ft + [u] = 0, then [u®| = ntul.

33Ift+[u]=0andt+s+ [u] =0, then
(u®)® =y e+,

341ft+[u]=0ands—t+ [v] =0, then

w® = v jff y=p6D)
Definition 3.1 We define R(f, B), as the least subset
of F such that B < R(f, B) and:
vw € R(f, B) iff
[(vw = f(u) for some u € R(f, B)) or
(v,w € R(f, B) and min{[v], [w]} = 0)].

We will often write R instead of R(f, B).

Let S = R\{u™® = f(u)|u € R}.
Proposition 3.5 For everyh € E and x € F,

h(x) € Simpliesx € R.
Proof. The proof is by induction on the length |h| of
h.For |h| =1, h(x) = x € S implies x € R.

Assume that for any g € E with |g| <k,
g(x) € Simpliesx € R. Leth = hyh, and |h| = k.
Then h(x) = hy(x)h,(x) €S S R implies that
hy(x), ho(x) € R and min {[h,(x)], [h2(x)]} = 0,
i.e. [h;(x)] = 0 forsomei € {1,2}. This implies that
h;(x) € S, and the inductive hypothesis, since
|h;] < k, impliesthatx € R. m
Proposition 3.6 For everyu € F,

u® = f(u) eRiffu €R.
Proof. The definition of R implies that, if u € R,
then u™ = f(u) € R.

Let u® e R. If u® = @ for some v € R,
then, since the transformation (1) is injective, it fol-
lows that u=veR.If u® =v® for every
v €R,ie.u® € S, then Proposition 3.5 implies that
UER. m

Proposition 3.7 If for an integer t and u € F,
t +[u] = 0, then (u® € R iffu € R).

Proof. The proof is by induction on t, starting from
—[u], using the fact 3.3 and Proposition 3.6. m

Proposition 3.8 For every u,v € R(f, B),
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(uCmyEm Y™ e (£, B),
wherem = min{[u], [v]}.
Proof. The fact that m = min{[u], [v]} implies that
—m+ [u] = 0and —m + [v] = 0, and so, Proposi-
tion 3.7 implies that uC=™),v(=™ € R. Since m =
[u] or m = [v], we have [u™] = 0 or [vC™)] =
0, and the definition of R implies that

(uEmym Y™ e R(f,B).

If for u,v € R(f, B) we define u * v by:
uxv = (utmMyEm )(m),
where m = min{[u], [v]}, then R = (R(f,B),*) is
a groupoid.
Proposition 3.9 For every u, v € R(f, B),
u® 5 p @O = (g ) D,
Proof. If m = min{[u], [v]}, then
min{[u®],[vP]} =m + 1.
The definition of * and the fact 3.3 imply:

u® x pD = ((u(l))(—(m+1))(v(l))(—(m+1)))(m+1)
= (@™ (v)(—m))(m+1)

=w*v)D. m

Let M be a variety of groupoids. If G € M,
we say that G is an M -groupoid, and if it is free in
M, we say that it is M -free.

For a groupoid power f € E, i.e. x™, we de-
note by M the variety of all the groupoids satisfying
the identity

fOy) =fEf ), ie.
(xy)n - xnyn_

For the groupoid power e? = ee, i.e. for the
groupoid power x2, we denote M .2 by M.

We state the following theorems, proven in
[4] in their original forms.

Theorem 1. R = (R(e?, B),*) is M,-free and the
set B isthe unique basis for R.

Theorem 2. An M ,-groupoid H = (H,") isM>»-free
iff the following conditions hold.

(i) Every divisor chainin H isfinite.

(i) If x2 = y2 thenx = y.

(i) If xy = uv,x # yandu # v, thenx = u
andy = v.

(iv) If x?2 = yz and y # z, then thereare u, v
suchthat x = uv, y = u? and z = v2.

Then the set P of primesin H isnonempty and
the unique basisfor H.

Theorem 3. If H isan M,-free groupoid, then there
exist subgroupoids G, Q of H, such that G isnot M-
free, and Q is M,-free with aninfinite rank.

In [4], for any positive integer n, the groupoid
power e™, i.e. x™, is defined as follows:

L=p¢, ektl =eke je.
k1 — kg

e
xt=e, x
For the groupoid power e™, we denote M ,n
by M.
The generalizations of Theorems 1 — 3, are
also discussed in [4]. Theorem 1' and Theorem 3'
are the same as Theorem 1 and Theorem 3, where 2
is replaced by n. Theorem 2' is obtained from The-
orem 2 by replacing 2 by n and by replacing (ii), (iii)
and (iv) by:
(i Ifx*=y™ thenx =y.
(i f xy=uv, x #y™ ! and u #v" 1,
thenx =u andy = v.
(iv)If x"=yzandy # z" 1, thenthere are
u,vsuchthatx = uv,y =u"*andz = v™.
We note that Theorems 2 and 2' characterize
M,-free and M;,-free groupoids in the same way as
Theorem 1.1 characterizes free groupoids.

It is easy to check that if uv € R(e?, B), then
u, v € R(e?, B), but this is not the case for R(e™, B)
when n > 3. For example, if b € Band n = 3, then

p@ e (@)Y = (bW)?. ™ € R(e?,B),

but (b™M)* & R(e3, B).

From now on, for a groupoid power g € E, of
length p, we will often write: gF (x) = xP forx € F,
and gB(x) = x? for x € R(f,B).

The following examples will show that in gen-
eral, for a groupoid power f € E, R = (R(f,B),*)
does not have to belong to My, and there are u € R
such that [u}] = 0, where f(x) = x™.

Example 3.1. Let f =e?0 ((e?)%?e) € E and let
B = {a}. The length of f is 10, and we write f(x) =
10 — ((xZ)Zx)Z — (xS)Z — x(l).

Let u = a® = (a?)?a. Sincea € B € R, and
[a] = 0, we have that a® € R and [a?] = 0. Thisim-
plies that (a?)? € R and [(a?)?] = 0. Next, we ob-
tain that (a®)?a € R and [(a?)?a] = 0. All this im-
plies thatu € R and [u] = 0.

Now, we calculate ul® = ((u?)? * u)?, as fol-
lows:

u?2 =u? = (a®)? =ql = a®:

WH? =a® «a® = (axa)® = (a®)D;
Ww?)?*xu = (a®>)® xa® = (a®)Ma®; and
uio — (aZ)(l)aS % (az)(l)as — ((aZ)(l)aS)z_
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We see that [ul°] = 0.

Next, let v = u. Then:

)2 = @)L = (a®)!° = a®; and
ul® = vl = () Da¥)D)?,

Thus, ul® * 1% = (u* )10
Example 3.2. Let f =e3oe?o0e3€EandletB =
{a, b}. The length of f is 18, and we write f(x) =
x18 = ((x3)?)3 = xM, Let u = ((a®)?)% Since
a € B SR, and [a] = 0, we have that a®> € R and
[a?] = 0. This implies that a3 = a?a € R and
[a3] = 0. Next, (a®)? € R and [(a®)?] = 0. This,
together with a® € R, implies that ((a)®)3 € R and
[(@®)3]=0,and so, u € R and [u] = 0.

Now, we calculate ul® = ((u2)?)3 as follows:
u?=uxru=u?and [u?] =0;
w=uwtru=u?xu=1ud

= (@) = (@)W,
@?)? = @)@ » (@)D = (@)HO;
(@)HH? = ((a®)HD « ((a®)HW
= (((@®**H®;
(@)D = (((@HHD + ((a®)H D
= ((a)DHHD = (a(l))“) —q®.

We see that [ul8] = 2, while [u] = 0.

In the same way, for v = ((b3)3)?2, we obtain
that v1® = b2,

The previous calculations imply that

ul® x pl8 = a@ « p@ = (ab)@.

In the calculation of (u * v)18, we have:
uxv=uv; (u*v)} =)= v’
((w*v))Z = (Wv)*)? = (wv)*)?; and
(u*v):? = (w)*)*)? = (w)*)?*)*

= (uv)®.

Since (ab)® # (uv)M, it follows that

ul® x pl8 = (uxv)ls

We see that the groupoid powers in the pre-
vious examples are not irreducible, and moreover,
the groupoid power x™ = (xP)? has (x9)? as its
part, i.e. (x4)? € P(x™). That is why we consider a
special class of groupoid powers, called simple.

We say that a groupoid power x™ is complex,
if x™ = ((xP)")? for some p,q =2 andr =1, and
P(x™) contains (x)?(x")? or (x")1(x)1. We say
that a power x™ is simple, if it is not complex.

Irreducible groupoid powers are simple. Since
any power x™, for a prime n, is irreducible, it fol-
lows that it is simple.

M;-FREE GROUPOIDS

Let f = gh € E\{e}. For a given groupoid
G = (G,)etT(f,G) S G X G be defined as:

T(f,6) = {(g(w), h(W)|u € G}.
With the notation f(x) = x™ = xPx4,
T(f,6) = {(wP,u?)|u € G}.

Theorem 4.1 Let f = gh, g, h € E\{e} and withthe
notation f(x) = x™ = xPx4, let a groupoid H =
(H,") satisfies the following conditions.
(i) Every divisor chainin H isfinite.
(i) If x™=y™inH, thenx = y.
(iii) If xy =uv inH, and xy # z" for each z € G,
thenx =uandy = v.
(iv)Ifx" =yzinHand (y,z) € T(f, H), thenthere
are u,v € H,sothatx = uv, y =u™ andz =v".

Then, the groupoid H is M;-free and the set B
of primesin H is nonempty and is the unique basis
of H.

Proof. The proof is almost the same as the proof of
Proposition 2.3 from [4], which is in fact Theorem
4.1 for f = e?, i.e. for the power x2. The only dif-
ference is the following.

The conditions (ii), (iii) and (iv), imply that,
for the power x2, any element u € H has at most
three divisors (shown in [4]), while for any other
power, any element u € H has at most four divisors.
The proof of this for a power different than x? is as
follows. Letu € H.

If u is prime, then it has O divisors. If u is not
prime, we consider two cases.

Case 1. Forany x € H, u # x™. Then, the condition
(iii) implies that u has at most two divisors.

Case 2. For some x € H, u = x™ = xPx9. The con-
dition (ii) implies that the element x is unique. If x
is prime and u = yz, then (y,z) € T(f,H) would
imply that there are v,w € H, so that x = vw, that is
not possible. Hence, for x prime, u has at most two
divisors. If x is not prime, i.e. if x = vw, then u =
x™ = xPx? = v™w™, and conditions (ii) and (iv) im-
ply that u has at most four divisors. m

Theorem 4.2 If f(x) = x™, and ul! = u" for every
u € (R(f, B),*), then (R(f, B),*) satisfies the con-
ditions (i) to (iv), from Theorem 4.2, and so it is M-
free with basis B.

Proof. Let x™ = xPx4,

If x x y = z,then |z| > |x|, |z| > |y|, and this
implies that R satisfies (i).

If xI' =y, then x™ = y™ in F,and so x = y.
Hence, R satisfies (ii).
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If x*xy=uxvandx=*y =z foranyz e
R, then min{[x],[y]} = 0 = min {{u], [v]}. This
implies that x * y = xy, u * v = uv, and xy = uv
in F. So, x =u and y = v. Hence, R satisfies the
condition (iii).

Letx =y=x*zand (y,z) € T(f,R).

If min{[y], [z]} = 0, then

xXPxl=x"=xl'=y*xz=1yz
and so, (y,z) € T(f,R). Hence, min{[y], [z]} > 0,
and this implies that there are u, v € R, such that
y=u"=ul, z=v"=v and x" = (u*v)",
i.e. x = u * v. Hence, R satisfies (iv). m
Theorem 4.3 Let f € E beasimplegroupoid power,
with f(x) = x™. Then, for every u € (R(f,B),%),

ul' = um.

Proof. By Proposition 3.9 it is enough to consider
x € R with [x] = 0. We will show that x! = x¢, for
any part x¢ of x™.
(1) Since [x] = 0, it follows that x! = x * x = x2.
(2) Let x!t = xt, for any part x¢ of x™ with t < k.
(2.1) Let x* = x9x* be a part of x™ with g < s.

Then, xk = x% % x5 = x7 x5,

We will show that min {[x9],[x°]} = 0,
which implies that x¥ = x*. Assume contrary, that,
x4 =u" and x5 =v" for some u,v € R. Since
[x] =0 and k <n, it follows that 2 < q,s < n.
This, implies that, x = u™ and x = vP for some
m,p = 2,andu™ = (u™)?, v™ = (vP)%, and we ob-
tain that

z" = (z™)1 = (zP)" .

Since g < s, it follows that z™ = (z™)? = (zP)5,
z™ = (zP)" and z° = (z")4. With all this, we have:
x™ = ((xP)")%and x9x5 = x9(x")9 is a part of x™,
i.e. the power x™ is not simple. This is a contradic-
tion.

(2.2) The proof that x¥ = x*, for x* = xSx9 with
q < s is the same as the proof in (2.1).

(2.3) Letx* = x9x5 be a part of x™ with ¢ = s, but
possibly different powers x%, x5, and let x9 = u™
and x* = v™ forsome u, v € R. Similarly asin (2.2),
we obtain that, x = u™ = vP, for some m,p = 2,
and u™ = (@W™)4, v™* = (vP)%. Now, g =s and
sp =n=qm, imply that p = m. This, together
with u™ = v? in F implies that u = v and z™, zP
are the same powers. Next, (u™)? = (v?)% in F im-
plies that z49, z* are the same powers. All this implies

that, x™ = ((xP)1)? and x9x7 = x9(x1)4 is a part
of x™, i.e. x™ is not simple. Hence, [x?] =0 or
[x5] = 0,and x¥ = x*. m

The following generalization of Theorem 1
from [4], follows from Theorems 4.2 and 4.3.
Theorem 4.4 If f € E isa smple groupoid power,
then (R(f, B)*) is My-free with basis B, and satis-
fies the conditions (i), (ii), (iii) and (iv) from Theo-
rem4.l. m

The next theorem characterizes Mj-free
groupoids, for a simple power f, and it is a general-
ization of Theorem 2 from [4] and Theorem 1.1. Its
proof follows from Theorems 4.1, 4.2 and 4.3.
Theorem 4.5 Let f € E be a simple groupoid po-
wer. Agroupoid H = (H,") is My-freeif and only if
it satisfies the conditions (i), (ii), (iii) and (iv) from
Theorem4.1. Then, the set B of primesin H isnon-
empty and isthe unigque basisof H. m
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3A CJIOBOJIHU T'PYIIOUHU CO (xy)™ = x"y"

Jon4o Tumosckn, [Fopiu Yynona

MaxkenoHcka akajgeMuja Ha HaykuTe U ymetHocture, Ckomje, PenmyOnuka Makenonuja

Bo tpynosure [3,5,6,8,9], UynoHa co copabOTHUIIMTE TH HUCTPaXKyBa CI000IHUTE 00jeKTH BO MHOTyoOpasuja
IPYNOHIM KOH 33J0BOJIyBaaT HEKOHM WACHTUTETH Mely rpyrnouanu creneHu. CrnobomHu 06jekTH BO MHOTYOOpa3ueTo
rpynouau aeguHUpaHo co uaeHtuteToT (xy)? = x2y? ce pasraenysanu Bo TpyaoT [4]. IIpen noseke ox 20 roaunu,
3aemHO co mpodecop UynoHa, 1o0OMBME KAHOHHYEH OMUC Ha CI000AHU 00jeKTH BO MHOT'YOOPa3HETO IPYMOUIN KOU IO
3aJJ0BOJIyBaatr uAeHTUTETOT (xy)™ = x™y™ 3a Hekou rpynougau creneHu x". OBoj pe3yirar He Oelie myOJUKyBaH, a
NpalamkeTo 32 HAOramke KAHOHWYCH OIMKC Ha CIO0O0HM IPYNOHIH 3a MPOM3BOJICH IPYIOHICH CTENCH X™ € ceyIuTe
OTBOpeHO. Bo 0BOj Tpyx € naieHo Mao ono0pyBamke Ha pe3ynTaToT o npex 20 TOOHHH, OTHOCHO € JaJeH KaOHMYEeH
OIMKC Ha CJIO0OJHU TPYHOHAM BO MHOIyOOpa3sHeTo Tpymouau AepUHHPAaHO co uaeHtHteToT (Xxy)™ = x"y", 3a
€MHOCTaBHHU TPYIOUAHH CTETICHH X". 3a TaKBH CTCMEHH, CIO00JHUTE IPYMONIH CE KapaKTepU3UPaHU CO MOMOII Ha
WH]eKTHBHUTE TPYIIOUIN O] TOa MHOTyoOpasue.

Knyunu 300poBu: MHOTYOOpa3ue TpyHouIH, CI000AEH IPyTONA, TPYIIONIHHA CTEIICHU
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We introduce laconic varieties and algebras, inspired by a closely related notion in monoids. After
providing basic properties of laconic algebras, we define upper distortion functions for laconic subalgebras

and apply it to the Membership Problem.
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INTRODUCTION

Graded monoids were introduced in [8]
by Margolis, Meakin, and the author as a
tool for proving the decidability of certain
instances of the Membership Problem in sub-
monoids of groups, which in turn, by earlier
results of Ivanov, Margolis, and Meakin [6],
implied the decidability of the Word Problem
in certain one-relator inverse monoids. Re-
cently, Silva and Zakharov [10] used graded
monoids in relation to algorithmic problems
in virtually free groups. The notion we
are introducing here, laconic algebra, is not
exactly a generalization of the notion of a
graded monoid to other varieties, but it is
closely modeled on it. One advantage of the
slightly changed approach is that the new no-
tion is independent of the choice of generat-
ing sets (for graded monoids one had to be
careful not to include the identity in the gen-
erating set), which makes some of the discus-
sion smoother. On the other hand, there are
no laconic monoids, so something is lost in
this exchange too. The idea behind the ap-
proach is very simple — in some algebras, one
can tell that some elements cannot be equal
just by looking at the lengths of the terms
that represent them.

After introducing laconic algebras and
varieties, and providing some basic gen-
eral properties in Section 2, we define up-
per distortion functions in Section 3, which

are related to the corresponding notion in
graded monoids, and show how upper distor-
tion can be applied to solve some instances
of the Membership Problem. We end with a
simple example.

DEFINITION AND BASIC
PROPERTIES

We start by defining laconic algebras
and varieties, and establishing some of their
basic properties.

Definition 2.1 (Laconic algebra/variety).
Let V be a variety. An algebra A in V is
laconic if, for every free algebra F of finite
rank in V, every homomorphism ¢ : F — A,
and every element a in A, the fiber ¢7(a) is
finite.

The variety V is laconic if it contains at
least one nonempty laconic algebra.

Recall that, in a variety without constants,
the free algebra of rank 0 is the empty alge-
bra, which is, vacuously, laconic. This (and
other reasons) is why the definition insists on
the existence of a nonempty laconic algebra.

Example 2.1. The variety of semigroups is
laconic. Consider the free semigroup of rank
1, namely N*. Let X be finite, ¢ : X* — N*
a homomorphism from the free semigroup
X to NT, and « € NTt. No words over
X of length larger than a can be mapped
to a under ¢. Since there are only finitely
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many words over X of length at most a,
the fiber ¢~'(a) contains only finitely many
words. Thus, N* is a laconic semigroup.

This example indicates why we use the
term laconic — any element in a laconic semi-
group is represented by only a few (finitely
many) words.

The variety of monoids is not laconic.
There are laconic varieties with constants.
For instance, the variety of semigroups with
a “central constant” ¢, defined by the identi-
ties x(yz) = (zy)z and cx = xc, is laconic.

Example 2.2. Many of the varieties of
grupoids studied by Cupona, his collab-
orators, Celakoski, Dimovski, Markovski,
Janeva, Ili¢, and their students, are laconic.
For instance, the variety of grupoids defined
by a single identity of the form (zy)" = 2™y",
studied in |2, 4], is laconic, and so are the va-

rieties of monoassociative and biassociative
grupoids [3, 5.

Example 2.3. In fact, any variety defined
by balanced identities is laconic. In such a
variety, the free algebra F; of rank 1 is la-
conic, since any element of length at least k
in any term algebra maps to an element of
(term) length at least k in Fy (more on term
algebras and lengths later).

Example 2.4. The identities defining la-
conic varieties do not need to be balanced.
For instance, the variety of left zeros, defined
by the identity zy = =z, is laconic. In fact, all
algebras in this variety are laconic, since all
algebras in this variety are free, all maps be-
tween them are homomorphisms, and the f.g.
free algebras are precisely the finite ones. Re-
lated examples of laconic varieties with non-
balanced identities are the varieties of k-left-
zero semigroups (k > 0), studied in [9]. For
a laconic variety of semigroups, only these
two options are available: either it is defined
by balanced identities or all of its f.g. alge-
bras are finite. There are laconic varieties
of grupoids with non-balanced identities and
infinite f.g. free algebras.

Proposition 2.1 (Closure properties). Let
V be a laconic variety.

(a) The subclass of laconic algebras in V
15 closed under subalgebras.

(b) The subclass of laconic algebras in 'V is
closed under inverse images.

(¢) The subclass of laconic algebras in'V is
closed under arbitrary products.

(d) Any product in V in which at least one
factor is laconic is itself laconic.

(e) All free algebras in V' are laconic.

(f) If A is laconic and there exists a ho-
momorphism 1 : B — A, then B is laconic.

Proof. (a) Let A be a laconic algebra and
B < A. Any homomorphism ¢ : F — B
from a free algebra F of finite rank to B is
a restriction (in codomain) of the homomor-
phism ¢' : F — A, where, for all f € F, we
have ¢'(f) = ¢(f). Every ¢-fiber of an ele-
ment in B is a ¢/-fiber, and since A is laconic,
any such fiber is finite. Thus B is laconic.
(b), (¢), (d), and (e) are corollaries of (f).
(f) Let ¢ : F — B be a homomorphism
from the free algebra F of finite rank to B.
Since A is laconic, all fibers of the homo-
morphism ¢ : F — A are finite. For any
element b in B, the ¢-fiber of b is a subset of
the ¥ ¢-fiber of ¢(b), which is finite. Thus, B
is laconic. 0

Corollary 2.2. A variety V is laconic if and
only it its free algebra of rank 1 1s laconic.

The property of being laconic is local.

Proposition 2.3 (Laconic is local). An al-
gebra A in a laconic variety V is laconic if
and only if every finitely generated subalgebra
of A s laconic.

Proof. For the forward direction, recall that
the class of laconic algebras is closed under
subalgebras.

For the backward direction, assume that
all finitely generated subalgebras of A are
laconic. Let ¢ : F — A be a homomorphism
from the free algebra F of finite rank to A.
Since F has finite rank, the subalgebra ¢(F)
of A is finitely generated, which implies that
¢(F) is laconic. Every ¢-fiber of an element
in A is either empty or a fiber of an element
in ¢(F). In both cases, the fiber is finite.
Thus, A is laconic. ([l

Corollary 2.4. The class of laconic algebras
in a laconic variety V is closed under directed
UNLONS.

The subclass of laconic algebras in a la-
conic variety is not, in general, closed un-
der homomorphic images. For instance, fi-
nite semigroups are not laconic, but they are
images of free semigroups, which are laconic.
However, the property is preserved under ho-
momorphic images, provided the fibers of the
homomorphism are finite.

Proposition 2.5 (Laconic images). An al-
gebra A in a laconic variety V is laconic if
and only if it is a homomorphic image, with
finite fibers, of a laconic algebra.

Proof. For the forward direction, observe
that the identity map has finite fibers.
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For the backward direction, assume that B
is a laconic algebra and ¢ : B — A is a sur-
jective homomorphism with finite fibers. Let
¢ : F — A be a homomorphism from the free
algebra F of finite rank to A. By the pro-
jective property of the free algebra F, there
exist a lift ¢’ : F — B, such that ¢ = ¢¢'.
The fibers of v are finite by assumption, and
the fibers of ¢ are finite, since B is laconic.
Thus, A is laconic. O

UPPER DISTORTION AND
APPLICATION TO THE
MEMBERSHIP PROBLEM

In this section we discuss algorithmic
issues and, accordingly, limit our attention
to finitely generated algebras in laconic va-
rieties of finite type. Parts of the discussion
are valid in wider settings, but we will not
attempt to indicate such moments.

Let V be any variety of finite type and X
a finite set. A general way to construct the
f.g. free algebra F(X) in V is by using the
set T(X) of terms over X, and the corre-
sponding term algebra T(X) (see [1]). The
elements of T(X) are classes of terms that
are identified by the identities of V. For a
term 7 in T(X), the element of T(X) repre-
sented by 7 is denoted by 7. The length of
a term 7 in T(X), denoted 7|, is the total
number occurrences of k-ary operation sym-
bols, for £k > 1 (symbols for constants are
not counted). To emphasize the dependence
on X, we sometimes call this length the X-
length and we say X-term for an element of
T(X) (especially when there are other term
algebras and bases around). The set of all
X-terms of X-length no greater than n is de-
noted by 7,(X). The length of an element
7 in the term algebra T(X), denoted |T|x, is
the length of the shortest term in the class of
7. The set of all elements in the term algebra
T(X) of length no greater than n is denoted
by T, (X). Since X and the type are finite,
both 7,,(X) and T, (X) are finite and, for fu-

ture reference, we note that 7,,(X) = T, (X).

Let A be a f.g. algebra in the variety V.
One of the ways to give a representation of
the algebra A is through a surjective homo-
morphism 9 : T(X) — A from a term alge-
bra T(X) over a finite basis X, along with a
description of the corresponding congruence
0 on T(X) such that T(X)/0 = ¢(T(X)) =
A. Concretely, if we are given a finite set R of
pairs in T(X) that generates the congruence

0, we say that the algebra A is finitely pre-
sented by the pair (X, R). The Word Prob-
lem for the finite presentation of A given by
(X, R) asks for an algorithm deciding, for any
two terms 7 and 7 in T'(X), if 71675, that
is, if ¢(71) = ¥(72). We take a more gen-
eral view of the Word Problem as follows.
The elements of the algebra A may be repre-
sented in any particular way (sets, functions,
diagrams, graphs, matrices, or any other con-
venient construction). Note that defining ¢
amounts to naming a finite generating sys-
tem for A (we say system rather than set,
since we may choose, on purpose or unknow-
ingly, the same element from A several times
in the system). The Word Problem then
asks for an algorithm deciding, given any two
terms 7 and 7 in T(X), if ¥(71) = ¥(Ta).
When such an algorithm exists, we say that
the Word Problem for A is decidable.

Let a f.g. subalgebra B of the f.g. algebra
A be given by a finite set T" of terms in T'(X)
such that ¢(7T) generates B. The Member-
ship Problem for B in A asks for an algo-
rithm deciding, given any term 7 in 7'(X), if
Y(T) € B. When such an algorithm exists,
we say that the Membership Problem for B

in A is decidable. It is known that the decid-
ability of the Word Problem and the Mem-
bership Problem do not depend on the choice
of the homomorphism v (they are properties
of the algebras, not of the representations).

Standing assumptions. We make several
standing assumptions.

We consider two varieties VV and V of fi-
nite types 2y and €2y, respectively, such that
Qw 2 Qy, the set of identities of W in-
cludes those of V, and V is laconic (a sim-
ple example to have in mind: W is the va-
riety of groups and V is the variety of semi-
groups). Let A be a f.g. W-algebra, X a
finite set, ¢ : T(X) — A a representation of
A and T = {7,..., 7.} a finite set of X-
terms. Since A can also be considered as a
V-algebra, we can consider the V-subalgebra
of A given by B = (¢¥(71),...,%¥(7m))y. Let
Y ={y1,...,ym}, with the obvious bijection
to T, and define a representation ¢ : T(Y) —
B by 6(y;) = v(ry), for i = 1,....m.

We are interested in the Membershlp
Problem for B in A, that is, given arbitrary
T € T(X), we want to know if (1) € B. In
general, the terms in 7(X) are of type Quw
and those in T'(Y') are of type Qy. Thus, the
terms 7.7,...,7, may use operation sym-
bols that are not in €2, and we have a slightly
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extended view of the Membership Problem,
which in its standard setting has W = V.

Definition 3.1 (Upper distortion). Stand-
ing assumptions apply. If B is laconic, the
actual upper distortion function for B in A,
vyith respect to ¢ and ¢, is the function
J: N — N defined by

f(n) =max{ [tly : teT(Y),

F e ¢ (Ta(X)) }. |

n upper distortion function for B in A

is any function f : N — N that bounds the
actual distortion function from above.

Let us quickly verify that the definition of
the actual upper distortion function f makes
sense. The set T,,(X) is finite, which makes
(T, (X)) finite as well. Since B is laconic
the set ¢~1¢(T, (X)) is finite, which means
that the maximum exists.

For better understanding, let us also parse
the meaning of any upper distortion func-

tion f. The set (T,(X)) = Y(T.(X)) is
the finite set of elements in A that can be
represented by an X-term of X-length no

greater than n. The set ¢~14 (T, (X)) is then
the finite set of all elements in the term al-
gebra T(Y') that represent the elements in
B Ny(T,(X)). Since none of the elements
in ¢~'(T,(X)) has Y-length greater than
f(n) < f(n), we have

BOY(T(X)) = ¢~ ' ¢(Ta(X)) C

(T sy (V) = STy (Y))-

In other words, every element of B, repre-
sentable by an X-term of length at most n,
must be representable by a Y-term of length
at most f(n). We could say the upper distor-
tion gives an upper bound on the “distortion
in length” from a representation of the ele-
ments in B by X-terms (external generators,
operation symbols in ) to a representa-
tion by Y-terms (internal generators for B,
operation symbols from y). With this un-
derstanding the next results is practically a
tautology.

Proposition 3.1 (Membership Problem).
Standing assumptions apply. Assume fur-
ther that the Word Problem for A (as a V-
algebra) is decidable, B is laconic, and there
is a computable (recursive) upper distortion
function f for B in A with respect to ¢ and
¢. Then, the Membership Problem for B in
A is decidable.

Proof. We present an algorithm solving the
Membership Problem.

Because Y and the type 2y are finite, we
may list all Y-terms by length (first all with
length 0, then those with length 1, and so
on). For every Y-term t(yi,...,yn) in this
list, we have

¢(t<y17 S 7ym)) -

t(¢<y1)7 ce 7¢(ym)) =

tW(T1), .., 0(Tm)) = V(E(T1, . Tm)),
that is, the Y-term ¢(y1,...,ym) repre-

sents the same element in B as the X-
term (7, .. does.  For every term

t(y1,-..,Ym) in the list of Y-terms ordered
by length, consider the corresponding X-
term t(7y,...,7,). We can, by the decid-
ability of the Word Problem for A, decide
if t(7y,...,7m) and 7 represent the same el-
ement of A. If, at any point, the answer is
yes, we may stop and declare that ¢(7) is in
B. Assume that the X-length of 7is n. Once
we check all terms in Ty, (Y") and if we still
do not have a positive answer, we may stop
and declare that ¢ (7) is not in B. Indeed, if
¥(T) € B, then

U(T) € BNY(Th(X)) € o(Tym)(Y)),
which means that, once we verify that (7) ¢

ATy (Y)), we know that ¢(7) € B. O

The previous proposition seems difficult to
use, since it is not always clear how one can
find an upper distortion function. The fol-
lowing proposition says that if one under-
stands a laconic homomorphic image, which
is presumably simpler and easier for analysis,
one can just lift any upper distortion function
found for the image and use it.

'aTm

Proposition 3.2 (Lifting). Standing as-
sumptions apply. Let o : A — A’ be a sur-
jective W homomorphism, ag : B — B’ its
restriction to a surjective V-homomorphism,
where B’ = «(B) = ag(B). The term al-
gebra T(X) represents the elements of A’
through at) and the term algebra T(Y') repre-
sents the elements of B’ through ap¢. If B’
15 laconic, so s B, and any upper distortion
function f' for B' in A’, with respect to ax
and ag®, is an upper distortion function for
B in A, with respect to ¢ and ¢.

Proof. The algebra B is laconic as an inverse
image of the laconic algebra B’. Let ¢ be an
element of the term algebra T(Y'). We have

fe ¢ H(T (X))
— (7)€ (BN (T, (X))
— apo(P) € (T, (X))
— 7€ (ap0) (0r)(Tu(X)),

Contributions, Sec. Nat. Math. Biotech. Sci., MASA, 41(2), 115-120 (2020)



Laconic varieties and the Membership Problem

119

which  shows that ¢ '¢(T,(X)) C
(apd) Ha)(T,(X)) and, therefore f(n),
the maximum length of an element in
¢ (T, (X)), is smaller than or equal to

f'(n), the maximum length of an element in
(apd) Ha))(T,(X)). Thus, for any upper
distortion function f’ for B’ in A’, we have
f<psr. 0

Our final result provides a way to adapt
a given upper distortion function from one
representation to another. First a simple ob-
servation is in order. Let ¢ : T(X) — A
and ¢ : T(X’) — A be two representations
of A. Let M be the smallest number such
that, for each letter ' € X', there exists an
X-term 7, of length at most M such that
¥(Ty) = ¢'(2') (such an M must exist, since
X' is finite). Let K be the largest arity of
a symbol in Qyy. Then, for any X'-term 7’
of length at most n, there exists an X-term
of length at most (M(K — 1) + 1)n + M
that represents the same element in A as
Y'(7"). In other words, there exists a linear
function gx/ x such that, for all n, we have
Y(Tu(X") € ¥(Ty,, (X)) Analogous
linear function exists for any rewriting from
one representation to another (from one fi-
nite generating system to another).

Proposition 3.3 (Change of representa-
tion). Standing assumptions apply. Let i)' :
T(X) - A and ¢ : T(Y) — B be
additional representations of A and B, re-
spectively, and let B be laconic. If f is
an upper distortion function for B in A
with respect to ¢ and ¢, then ', defined by
f'(n) = gvy (f(9xx(n))), is an upper dis-
tortion function for B in A with respect to
Y and ¢'.
Proof. For a term t' in T(Y'), if ¢ €
(¢) "Y' (Tn(X"), then ¢'(#) € B N
¢'(Tw(X')), which implies that

¢/(t/) € B mw(Tgxlx(n)(X)) g

(T p(gr ) (Y)) €

P'(Tyyyrfigxr x ) (Y')),
and  this 1mp1ies that

ly < gviv(flgxrx(n))). o

Example 3.1. Let W be the variety of
groups, V the variety of semigroups, X =
{z,y,2}, Y = {yi.y2,43}, A the group
with presentation (z,y,z | vy = 2y~ 12%z),
B the subsemigroup of A generated by
{z,2y,y°27}, ¢¥ : T(X) — A the obvious

group representation of A, and ¢ : T(Y) —
B the semigroup representations of B given

by ¢(y1) = z, d(y2) = zy, dlys) = v’z ".
We want to solve the Membership Problem
for B in A.

Let M, = (39), M, = (1), A" =
(M, M,), the subgroup of SLy(Z) gener-
ated by M, and M,, and « the surjective
group homomorphism defined by a(z) = M,
and a(y) = a(z) = M,. To verify that «
defines a homomorphism we need to check
that M, M, = M;MI, which does hold. Let
B = a(B) = (Mw,MxMy,My2>y7 that is,
B’ is the semigloup generated by the matri-
ces My = (39), MyM, = (3%) and M} =
(42). Let X' = .y}, ¢/ ¢ T(X') — A’
be the group representation of A’ given by
w’(f) = Mwa ¢/(y/) = MZN Y' = {yi’yéayéh
and ¢’ : T(Y') — B’ the semigroup rep-
resentatlon of B’ given by ¢'(y)) = M,,
¢'(yy) = (b/(y:a) My

An easy mductlon on the length shows
that if 7/ is an X'-term of length at most
n, and Y/(7) = (21), then [a| + |b| < 3.
On the other hand, by induction on length,
if ' is a Y’ term of length at least n’ and
¢ (f) = (b)), then |a| + |b| > n'. Therefore,
(&) (T, (X")) C Tsnsr(Y'). This shows
that the fibers of ¢’ are finite. Since the
fibers of ¢ are finite and the free semigroup
T(Y’) is laconic, the semigroup B’ is laconic
by Proposition 2.5. Moreover, the function
f(n) = 3" is an upper distortion function
for B’ in A’ with respect to ¢’ and ¢'.

By Proposition 3.3 and the decidability of
the Word Problem in one-relator groups [7],
we can explicitly determine a computable up-
per distortion function for B in A’ with re-
spect to a1y and age@, which we can lift, by
Proposition 3.2, to an upper distortion func-
tion for B in A with respect to ¢ and ¢.
Thus, by Proposition 3.1, the Membership
Problem for B in A is decidable.
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JIAKOHCKUM MHOI'YOBPA3BWUJA U ITPOBJIEMOT HA IIPUITAJHOCT
3opan Ilyauk
Omnenenne 3a Maremaruka, Xodgerpa Yuusepautet, Xemtcren, tbyjopx, CAJL
Bo cnomen na npogecop Lopéu Qynona

I'u BOBemyBaMe momMuTe HA JTAKOHCKHU aJIreOpu ¥ MHOTYOOpa3uja, MHCIUPUPAHU OJ OJIM30K MOUM Kaj
vonomaure. OTKAKO Ke I'M /1ajieMe OCHOBHUTE OCOOMHU Ha JIAKOHCKHUTE ajredpu, gedunupame QyHKIUH HA
TOpHA AUCTOP3HUja HA, JIJAKOHCKUTE TOJAJTeOpY U TH MPUMEHyBaMe KOH MPOOJIEMOT Ha, PUIIATHOCT.

Kuayuau 360poBu: mpobiieM Ha IPHUIIAIHOCT, TOPHA AUCTOP3H]ja, JAKOHCKO MHOIyoOpas3ne

Bu cakan na ja mckopmcTaM 0Baa IMPWJINKA Ja ja MCTaKHAM KJIYYHATa YJI0Ta IITO ja MMAIlle
npodecopor UynoHa Bo MOJOT MaTeMaTUIKU Pa3Boj. Bo Tek Ha dermpu roannu, 6B HETOB CTYIEHT
W acHCTEHT W, 10 CPeKHa OKOJTHOCT, Ce 3/100MB €O JparoreHaTa TPHUBHUIETHja Ja WMaM MOCTOjaH
MpUcTan 70 HEroBaTa KaHIEJapHuja, JI0 TOJUNNATE CO KHUTH W, HAJBAXKHO, O HEMOBUTE MUCTU, U
ceTo Toa Ge3MepHO o BnuBaB. MHOry Herra Om MOXKejie Ja Ce CIIOMHAT, HO K& Ce OrpDaHuYaM
caMO Ha CJIeJIHABA BUIbETa. De3MaJiKy IIpesi TpueceT TOJIMHM, I'0 OJP2KaB CBOETO MPBO IIPEIaBaIHE
na meryuapomua xoudepennuja, so llorcmam, T'epmanuja. Be;LHam [0 IPEJABABETO, YIECHUK HA
roupepentujara, npodecop Kaapsu og Yuusepaureror Bo Tapry, upujme u me nparma ,,daaun cre
crynenT Ha Yymona?“ OILFOBOpI/IB JIeKa CyM, Ha IITO TOj camo pede ,JCeKoramr Ke To MPerno3HaeTe
JIABOT TI0 Tpararta mro ja octasa.” Hukoraln moBTopHO BO Kapuepara He J0OUB KOMILIUMEHT IIITO
TOJIKY Me U3pa/iyBaJj. Bo uMeTo Ha cuTe IITO Cé yIITe ja 4yBCTBYBAaT U IIEHAT Taa Tpara, 6sarojapam
npodecope Uymona.
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Dedicated to our beloved Professor Gjorgji Cupona

Finding a satisfactory combinatorial description of an (n, m)-semigroup given by its (n, m)-presentation
(B;A) is a quite difficult and complex problem. The majority of results obtained so far consider some
particular cases or they relate to a special class of presentations of (n, m)-semigroups called vector (n,m)-
presentations of (n,m)-semigroups. This is because vector (n,m)-presentations of (n,m)-semigroups induce
corresponding binary semigroup presentations, and the question of the existence of a good combinatorial
description for (B; A) is closely related to the question of the existence of a good combinatorial description
for the corresponding induced binary semigroup (B;A). An expository overview of the obtained results is
given. We classify conditions under which a good combinatorial description for (B; A) implies word problem
solvability for (B; A). Furthermore, we state a couple of open problems and consider the application of this

ideas in varieties of (n, m)-semigroups, giving suggestions for future investigations.

Key words: (n,m)-semigroup, (n, m)-presentation, reduction, word problem

INTRODUCTION

The development of the theory of mul-
tivariable groups (called most often n-ary
groups or just n-groups) was initiated, we
might say, by the paper |22]| of E. L. Post.
Later, several authors have made general-
izations for m-ary semigroups, semigroups of
transformations and algebras of multiplace
functions (see for example [16, 17, 23, 24,
25]). Motivated partly by some of these pa-

pers, Gj. Cupona and B. Trpenovski have in-
troduced in [1, 30] the notion of an (n,m)-
semigroup, that is, a set having a multivari-
able vector valued associative operation. In
continuation we present their definition. The
set of positive integers will be denoted by
N = {1,2,3,...} and the set of the first ¢
positive integers will be denoted by N, =
{1,2,3,...,t}. Moreover, Ny = NU {0} and
Nyo = N, U {0}. For a given set Q # 0,
and t € N, let Q' be the cartesian product

of t copies of Q. If x = (ay,aq,...,a;) € QF,
then we write x = a}, and moreover we iden-
tify x with the word aqas...a;. For such an
x we say that its length |x| is t. Let Q7
be the union of all the cartesian products
Q!, t € N, which is, by the above identifica-
tion, the free semigroup generated by ). Let
n,m,k € N, n=m+ k be given. A map f :
Q" — Q™ is called an (n, m)-operation on @,
and (@, f) is called an (n, m)-groupoid, i.e. a
vector valued groupoid. An (n, m)-groupoid
(@, f) is called an (n, m)-semigroup (vector
valued semigroup), if the (n, m)-operation is
associative, i.e. if f(xf(y)z) = f(uf(v)w),
for any xyz = uvw € Q"**, y,v € Q™. An
(n, m)-semigroup (@, f) is called an (n,m)-
group if for each a € Q*, b € Q™ the
equations f(xa) = b = f(ay) have solu-
tions X,y € Q™. For m = 1 = k, the

above notions are the usual notions of bi-
nary groupoids, semigroups and groups, and

for m = 1,k > 1 they are the notions of n-
groupoids, n-semigroups and n-groups.
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From now on and throughout the paper,
we assume that m > 2.

An (n,m)-groupoid (@, f) can be con-
sidered as an algebra with m n-ary opera-

tions fi, fo,.. ., fon ¢ Q™ — @, such that
f(x) = fi(x)fa(x) ... f(X).

tions fi, fo, ..., fm are called component op-

erations for the (n, m)-operation f. In gen-
eral, for an associative (n,m)-operation f,
the m n-aryoperations obtained from f, do
not have to be associative. Hence, there
is a big difference between studying (n, m)-
semigroups and n-semigroups. Vector valued
algebraic structures are a generalization of
(2,1) structures, and thus they are similar to
the binary structures on one hand, but on
the other hand they incorporate new ideas
and specific properties.

These opera-

The theory of vector valued structures de-
fined as above, has started to developed in
the 80’s of the last century. Leaded by
one of its founders, Gj. Cupona, a group
of macedonian algebraists in just a cou-
ple of years gave significant results within
this topic. The majority of them are fully
cited in the expository papers |2, 4] (though
some of them will be referenced separately
throughout the paper). Since then, various
investigations have been published and up-
grades have been made. (See for example
3, 6, 8,9, 10, 11, 12, 13, 14, 26, 27, 28, 29]).
However, some of the ideas given at the very
beginning are still looking to be seriously
considered and deeply investigated. We do
not intend (nor can) state all the results
on vector valued semigroups that have been
given so far (worldwide). Our aim is to ex-
pose the development of the combinatorial
theory of (n, m)-semigroups emphasizing the
major results on word problem solvability for
various classes of (n, m)-semigroups given by
their (n, m)-presentations.

The word problem for free vector val-
ued semigroups and groups is solved in |7,
9, 10, 11| by using good combinatorial de-
scriptions for free vector valued semigroups
and groups. There have also been made a
link between a special class of presentations
of (n, m)-semigroups, called vector presenta-
tions of (n,m)-semigroup and binary semi-
groups. They are induced one by another,
which will be exposed later in this paper.
The majority of the results in continuation
concern good combinatorial descriptions that
have been obtained for some classes of vector

presentations of (n,m)-semigroups. Explor-
ing the above, we have also obtained interest-
ing results for varieties of (n, m)-semigroups.
A couple of open problems and suggestions
for future investigations will be given at the
end.

PRELIMINARIES. PRESENTATIONS
OF (n,m)-SEMIGROUPS

The following basic notions were origi-
nally given in [2] and [4].

For a given set (), let

Qm™F = {x|x € QT, |x| = m + sk, s € N}.
If (Q, f) is an (n,m)-semigroup, because of
the associative law, the operation f can be
extended to an operation, denoted by the
same letter, f : Q™% — Q™, such that for
each xyz € Q™" andy € Q™*, f(xf(y)z) =
f(xyz). As mentioned above, an (n,m)-
groupoid (@, f) can be considered as an al-
gebra with m n-ary operations, f; : Q" — @,
j € N,,. These operations can be extended
to an infinite family of operations f;
Q™% — Q for s € N, where for a given s,
there are more than one operation f; ;. When
(@, f) is an (n, m)-semigroup, for each s € N,
there is only one operation f; 5 : Q™"* — Q
whose union is a map f; : Q™ — Q.
This leads to the following slightly more gen-
eral notions. A map g : Q™* — QM is
called a poly-(n, m)-operation and the struc-
ture @ = (Q,g) is called a poly-(n,m)-
groupoid. A poly-(n, m)-groupoid @ =
(@, g) is called a poly-(n, m)-semigroup if for
each xyz € Q™* and y € Q™F, g(xg(y)z) =
g(xyz). There is no essential difference be-
tween studying (n,m)-semigroups or poly-
(n, m)-semigroups because of the General
Associative Law (see [2]). Similarly as above,
a poly-(n, m)-groupoid (Q, g) can be consid-
ered as an algebra with m poly-n-ary op-
erations, g1, ¢2,...9m : Q™" — Q where
9(x) = g1(x) g2 (x) . .. gm(x). Tt is easy to see
that the usual notions of universal algebra
(i.e. free algebras, varieties) can be extended
to (n, m)-semigroups.

Let B be a nonempty set and let BT
be the free semigroup with base B. Let
A C B* x B*. The pair (B;A) is a pre-
sentation of the semigroup B*/A where A
is the smallest congruence on B™ containing
A. We use the notation (B;A) = BY/A. A
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reduction for (B; A) is a map assigning a cho-
sen element of a congruence class in B* /A to
every element of the congruence class. In or-
der to extend this to (n, m)-semigroups there
have been defined a poly-(n, m)-groupoid,
F(B) = (F(B), f), with a base B which is
an analogy to the free semigroup B™ above.

Its existence follows from the fact that it is
an algebra of type Q = {wl|j € N,,,,r € N}

We recall its canonical form. (For more de-
tails see [7, 14, 34]).

By = B,
Byi1 = B, U (N, x BJWF),
F(B) = U B,.

p>0

By choosing different letters, if necessary, for
the elements of B, we will have that no ele-
ment of B is of the form (j,x). The poly-
(n,m)-operation f on F(B) is defined by
f(x) = (1,x)(2,%x)...(m,x). Hierarchy of
the elements of F'(B) is a map x : F(B) —
Ny defined by x(u) = min{p|u € B,}, u €
F(B). Clearly, x(u) =p < u € B,\Bp_1.

The norm on F(B)isamap || || : F(B) —
N defined by induction on y:

|lu|| = 1 for u € By,

16, @) = Jlunll + -+ skl
for (i,u"**) € B,y1\B,.
m-+sk

Thus, the norm ||(¢, u""*")]|| is the number of
m+sk).

appearances of elements from B in (7, u]

For x € F(B)" and x = 27, we define the
norm as ||x|| = [Jz¢|| + ... + ||z,

We note that the elements of F/(B) can be
also treated as special words over the alpha-
bet A = BUN,,U{(}U{, }U{)}. Hence, every
u € F'(B) can be considered as an element of
AT as well.

For a set A C F(B) x F(B), we say
that A is a set of (n,m)-defining relations
on B and the pair (B;A) is an (n,m)-
presentation of an (n,m)-semigroup. We
also say that (B;A) is an (n, m)-semigroup
presentation. The (n,m)-semigroup whose
presentation is (B;A) is the factor (n,m)-
semigroup F(B)/A where A is the smallest
congruence on F(B) such that A C A and
F(B)/A is an (n, m)-semigroup. We use the
notation (B; A) = F(B)/A. The explicit de-
scription of A and its properties are given in
[4]. Given an (n,m)-presentation (B;A) of
an (n, m)-semigroup, we are interested in the
structure of this (n, m)-semigroup. Analog-
ous to the binary case, a reduction for an

(n, m)-presentation (B;A) is a map assign-
ing a chosen element of a congruence class in
F(B)/A to every element of the congruence
class.

Proposition 2.1 [4] A map ¢ : F(B) —
F(B) is a reduction for the (n,m)-
presentation (B;A) if and only if the fol-
lowing properties are satisfied

(i) (u,0) € A= Y(u) =(v)
(i) G, X (1,y)(2y) ... (m,y)x") =
= Y(i, x'yx")

(i) ¥ (6 x"wx") = (i, X" (w)x")

(iv) w A (u)
for all u,v,w, (i,x'wx"),
(i, x'(1,y)(2,y) ... (m,y)x") € F(B). O

We say that ¢(u) is the reduced represent
(reduct) for u.

The axiom of choice implies that for any
(n, m)-presentation (B;A) there exist a re-
duction. If ¢ is a reduction for (B;A) such
that for any u € F(B) the reduced repre-
sent 1 (u) can be calculated in finitely many
steps, 1 is said to be a good (effective) reduc-
tion for (B;A) and it provides a good com-
binatorial description for the corresponding
(n, m)-semigroup (presented by) (B; A).

Proposition 2.2 [4] A reduction
F(B) — F(B) for an (n,m)-semigroup pre-
sentation (B;A) is a homomorphism from
F(B) to (4(F(B));g) where

W(F(B)) = {u e F(B)|¢(u) = u} and
gy = 0" o v = (i, u ), i € Ny,
Moreover, kervp = A and (B;A) =
(V(F(B)),9)- O

When A = (), then (B;0) is the presenta-
tion of the free (n, m)-semigroup generated
by B. In 1986, D. Dimovski constructed
a canonical form of a free (n, m)-semigroup
S(B) generated by B. This was a starting
point towards development of a combinato-
rial theory of vector valued semigroups. Due
to its importance, we recall here its construc-
tion. (For more details see |7, 14]). We define
a map o : F(B) — F(B), by induction on
the norm as follows:

(a) Yo(b) = b, b € B;

(b) Let u = (i,ul™*) € F(B) and as-
sume that 1y(v) € F(B) is already defined
and o(v) # v implies [[¢o(v)]| < [lv] for
all v € F(B), with |[v|| < [jul|. Then
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vy = Po(uy) is well defined for all A € N, 4
and thus v = (i, v]"***) € F(B).

(b1) If there exists a A" € N,,, ;o such that
vy # uy then ||v|| < ||ul| and

Yo(u) = o(v).
(b2) If vy = wy for all A € N, and if

w = (i,u](1,%)...(m,x)u] % ) where x €

F(B)™* and j is the smallest such index,
then

o) = o (i, ulxul ik ).
(b3) If u satisfies neither (bl) nor (b2),
then ¥o(u) = u.

Proposition 2.3 |7, 14| The map ¢y is a
good reduction for (B;0). O

Proposition 2.2 together with Proposition 2.3
imply that (Yo(F(B)),g) = (S(B),g) is a
free (n,m)-semigroup generated by B. By
induction on the norm, we say that an el-
ement u = (i,u]""™*) € F(B) is reducible
if w; is reducible for some j, or if u =

(i,u(1,%x) ... (m, x)u;rf;,j]f;l) Otherwise we

say that u is irreducible. With this notion,
S(B) is the set of all the irreducible elements
in F(B).

The construction above opened new inves-
tigation possibilities: To obtain good combi-
natorial descriptions for various (B;A) and
to explore the circumstances under which it
might be possible. The common approach
is to manage to construct a good reduction
for (B; A) (if possible), a task that is usually
quite complicated to achieve. A couple of re-
sults on good combinatorial descriptions for
some particular (B;A) can be found in [4].
In [32]| there have been defined a sequence
of (n,m)-semigroup presentations (B;A,),
for which good reductions have been con-
structed and consequently, good combinato-
rial description for such (n,m)-semigroups
have been obtained. In [33] we have con-
structed good reductions for a class of (n, m)-
presentations of (n,m)-semigroups that in-
corporate binary relations within the corre-
sponding (n,m)-relations A, under certain
conditions. Namely, given a semigroup pre-
sentation (B;A) with a good reduction ¢
that satisfies a pair of conditions, we have de-
fined an associated (n,m)-semigroup presen-
tation (B;A) and derived a good reduction
¢ for (B;A). As a consequence, good com-
binatorial description of the corresponding
(n, m)-semigroup has been given. All this led
to a conclusion that valuable results might

be obtained by linking (n, m)-semigroup pre-
sentations and binary semigroups presenta-
tions. In [4], the authors have defined a spe-
cial class of (n, m)-semigroup presentations,
closely related to binary semigroups presen-
tations, called vector (n, m)-presentations of
(n, m)-semigroups, and thus made this idea
possible. A set of vector (n,m)-defining re-
lations induces also a set of binary relations,
i.e. a presentation of a binary semigroup. Un-
der certain conditions for this binary semi-
group presentation, there have been obtained
good combinatorial descriptions for various
classes of (n, m)-semigroups given by their
vector (n,m)-presentations. For some vec-
tor (n,m)-presentations, the obtained good
combinatorial descriptions imply word prob-
lem solvability. The aim of this paper is to
give an overview of these results.

VECTOR PRESENTATIONS OF
(n,m)-SEMIGROUPS. REDUCTIONS

The following definition was originally
given in [4] and improved in [34].
Definition 3.1 [34] For an (n,m)-
presentation (B;A) of an (n, m)-semigroup,
we say that it is a vector (n, m)-presentation
of an (n,m)-semigroup, in short vector
(n, m)-presentation, and that A is a set of
vector (n, m)-relations, if the following con-
ditions are satisfied:

(1) if (i,x) A (j,y), then ¢ =
X,y € Bm’k;

(2) if (i,x) A (4,y), then (j,x) A (j,y) for
every J € Np;

(3) if (i,x) A b for some b € B, then
x € B™" and there is b]" € B™, such that
bi = b and for each j € N,,, (j,x) A b;;

(4) if b A (i,x) for some b € B, then
x € B™* and there is bf* € B™, such that
b; = b and for each j € N,,, b; A (j,%); and

(5) AN B x B =0.

In other words, an (n, m)-presentation is a
vector (n, m)-presentation if only the (n,m)-
operation is used in the defining relations.
Example 3.1. [34| Let B = {a,b} and let A
be the following set:

A = {((1, aabb),a), ((2, aabb), b),

((1, aaabbb), b), ((2, aaabbd), a),

((17 aaa)) CL), ((27 aaa): a)}

The relation from A can be written in the
form: [aabb] = ab, [aaabbb] = ba and [aaa] =

7 and
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aa, and they imply that: ba = [aaabbb] =
lalaabblb] = [aabb] = ab. Thus, in the
(3,2)-semigroup with the given presentation,
a and b have to be identified. The relation
laaa] = aa implies that the (3,2)-semigroup
whose presentation is (B; A) is (A, [ |) where
A = {a} and [aaa] = aa. Note that we
did not use the component operations of
the (3,2)-operation | | for the defining re-
lations. Various examples of vector (n,m)-
presentations can be found in [4, 31, 34].

Definition 3.2 [34] For a vector (n,m)-
presentation (B; A) we define a binary semi-
group presentation (B;A), where A = A’ U
ANUA/”, A C Bm,k % Bm,k7 A C Bm,k % Bm,
A" C B™ x B™* and A/, A", A" are defined
by:

(1) x A’y if and only if (1,x) A (1,y);

(2) x A” bp* if and only if (j,x) A b; for
each j € N,

(3) bi* A" x if and only if b; A (j,x) for
each j € N,,.
We say that A is induced by A, and (B;A)
is induced by (B; A).

The binary semigroup presentation in-
duced by the vector (3,2)-presentation in
Example 3.1 is (a,b;aabb = ab,aaabbb =
ba,aaa = aa). Note that the semigroup
with this presentation is not trivial, i.e. has
more than one element, while the (3,2)-
semigroup with the corresponding vector
(3,2)-presentation in Example 3.1 is trivial,
i.e. has only one element.

Proposition 3.1 (34| The class of vector
(n, m)-presentations is equivalent to the class
of semigroup presentations (B; A) where A C
B™k x Bm™k g Bmk x Bm U B™ x B™F e
there is a bijection between these two classes.

We note that the empty set is a set of vec-
tor (n, m)-relations, that induces a presenta-
tion of a free binary semigroup in which the
word problem is solvable. But by no means
this implies directly that the word problem
for free vector valued semigroups is solvable.
Establishing the 1 —1 correspondence above,

it seemed more achievable to focus on con-
structing good reductions for vector (n,m)-

presentations (B;A) and to explore the cir-
cumstances under which it might be possible.
A couple of investigations have been made in
[31]. Here we give some of the conclusions.
Let (B; A) be a vector (n, m)-presentation
of an (n, m)-semigroup. Providing that there

exists a good reduction ¢ for its induced bi-
nary presentation (B;A), a good reduction
¢ for (B; A) has been constructed in the fol-
lowing cases:

i) If none of the pairs in A has length m
i.e. if A C B™* x B™F;

i) If o(b7") = 07" for all b* € B™;

iii) If  reduces the length on B*.

It is easy to notice that i) and iii) are spe-

cial cases of ii), however we give them inde-
pendently, since i) was the first conclusion we
have obtained and then realized that analog-
ical construction works for wider classes sat-
isfying ii). These results have their improved
versions and will be stated as theorems in the
next section. Regarding the condition iii),
we have proved that the existence of a re-
duction ¢ for (B;A) that reduces the length
on BT, allows a construction of a reduction
Y for (B;A) that will reduce the norm on
F(B).
Theorem 3.2 [31] Let (B;A) be a vector
(n, m)-presentation of an (n,m)-semigroup
and let ¢ be a reduction for its induced bi-
nary presentation (B; \) satisfying

p(z) # z = |p(z)| < z|, € BT
Then there exists a good reduction 1 for
(B;A).

Further improvements of these results and
also new once have been obtained thanks to
the suggestion of one of the anonymous ref-
erees of the paper [34]: to switch the inves-
tigations to the language of abstract rewrit-
ing systems, instead in the language of re-
ductions only. Straightforward and clearer
proofs have been provided through conflu-
ent rewriting systems, instead of using good
reductions only. Moreover, additional re-
sults and important conclusions have been
obtained.

ABSTRACT REWRITING SYSTEMS -
IMPROVED RESULTS

An abstract rewriting system (ARS) is
the most general notion about specifying a
set of objects and rules that can be applied
to transform them. An ARS is a set A, whose
elements are usually called objects, together
with a binary relation on A, traditionally de-
noted by —, and called the reduction rela-
tion or rewrite relation (rule). Detailed def-
initions and properties of (abstract) rewrit-
ing systems can be found, for example, in
[18, 19]. We note that, if a reduction is ob-
tained from a confluent, terminating abstract
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rewriting system (ARS), then it is a good re-
duction, and moreover the reduced represent
for u is the unique normal form (UNF) for w.
(For more details see [18, 19, 34]).

In the construction of a canonical form of
a free (n,m)-semigroup (originally given in
|7] and introduced above), the good reduc-
tion vy for (B;() was explicitly defined by
induction on the norm. In terms of ARS, the
reduction rule corresponding to the map v,
is given by:

(U, x(1,¥)(2,y) ... (m,y)z) — (j, xyz)
With this reduction (or rewrite) rule for
F(B), the proof in [7], adjusted to the lan-
guage of ARS, shows that the ARS obtained
by the above rule is confluent and terminat-
ing. Hence, it is canonical (also called "com-
plete" or "uniquely terminating"), and the
UNF for any u € F(B) is ¢o(u). Here we
give the results obtained in [34], by the lan-
guage of ARS.

Theorem 4.1 (34, 31| Let (B; A) be a vec-
tor (n,m)-presentation and let (B;A) be ils
induced semigroup presentation.

(a) If there is a reduction ¢ for (B; A\) sat-
wsfying the condition
(4.1) e(b7) = b for all b7 € B™,
then there is a reduction ¢ for (B;A) and

(Y(F(B)), g) where

g(uy) = (L uf)p(2,uy) ... (m, uy),
is the (n,m)-semigroup F(B)/A.
Moreover, if the reduction ¢ for (B;A) is
good, then the reduction ¢ for (B;A) is good
and the word problem for (B; A) is solvable.

(b) If there is a canonical ARS C for
(B; A), such that the UNF of by* is by" for
every b' € B™, then there is a canonical
ARS D for (B;A), and the word problem
for (B; A) is solvable. O

Remark. The canonical ARS D for (B; A)
in the proof of Theorem 4.1 is obtained by the
rewriting rules of C and the rewriting rules
of an ARS A we have constructed, that is
terminating and (locally) confluent (Church
Rosser), and thus canonical (by Newman
Lemma). But all this modulo the UNF for x
obtained by C, since in the rewriting rules,
UNF for x is a black box. (For more details
see |34, 18, 21]).

The next result, although a corollary of
Theorem 4.1 is stated as a Theorem, because:
it can be proven independently of Theorem
4.1, by using a simpler ARS; it was the first
step toward the proof of Theorem 4.1; and

it is easier to check if it can be applied to a
given vector (n, m)-presentation.

Theorem 4.2 [34, 31| Let (B;A) be a vec-
tor (n,m)-presentation and (B;A) its in-
duced semigroup presentation. If A C B™F x
B™*  then any reduction ¢ for (B;\), gen-
erates a reduction ¢ for the vector (n,m)-
presentation (B; A) and (Y(F(B)),g) where

g(ut) = P(L,uf) (2, uy) ... p(m, uf),
is the (n, m)-semigroup F(B)/A.
Moreover:
a) if there is a good reduction ¢ for (B; \),
then there is a good reduction ¢ for (B;A)
and the word problem for (B; A) is solvable;

b) if there is a canonical ARS for (B;A),
then there is a canonical ARS for (B; A) and
the word problem for (B; A) is solvable. [

The following theorem is an improvement
of Theorem 4.1.

Theorem 4.3 [34] Let (B;A) be a wvec-
tor (n, m)-presentation and let v be a reduc-
tion for the induced semigroup presentation
(B; \) such that its restriction to B™ is in-
jective. Then, the reduction ¢ for (B;\),
generates a reduction ¥ for the vector (n,m)-

presentation (B; A) and (Y(F(B)),g) where

g(ut) = (1, ut)(2,uy) .. ib(mv uy),
is the (n,m)-semigroup F(B)/A.
Moreover, if B s finite and the reduction
© for (B;A) is good, then the reduction 1)
for (B; A) is good and the word problem for
(B; A) is solvable. O

In the following result we have improved
Theorem 4.1 - for finite generating sets, ob-
taining that when B is finite, no extra condi-
tions on the good reduction ¢ are required.

Theorem 4.4 [34] Let (B;A) be a vector
(n, m)-presentation and let B be a finite set.
Then, the existence of a good reduction for
the induced semigroup presentation (B;N\)
implies existence of a good reduction for the
vector (n, m)-presentation (B;A), and the
word problem for (B; A) is solvable. O

OPEN PROBLEMS

. We stil] do not have answers to the fol-
lowing questions.

1) Does the existence of good reduction for
the induced semigroup presentation (B;A)
whose restriction to B™ is injective imply
existence of a good reduction for (B; A)?
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The answer is YES for B finite (Theorem
4.3), but we expect that the answer is NO
when the set B is not finite. However, future
investigations can be made for finding some
special classes of vector (n, m)-presentations
(B; A) where B is not finite, but Theorem
4.3 still holds.

2) Does the existence of a canonical
ARS for the induced semigroup presentation
(B;A) such that the unique normal forms

of different elements from B™ are differ-
ent, imply existence of a canonical ARS for
(B;A)?

We expect that the answer is NO in this
case, even when B is finite. This conclu-
sions shall be proved and also, some special

cases that fulfill YES as an answer might be
searched.

3) The question if the construction in The-
orem 4.1 (or some modified version) is possi-
ble for vector (n,m)-presentations of (n, m)-
semigroups (B;A) not satisfying the condi-
tion (4.1), remains open. Some of the prob-
lems that arise here are that some elements
from B have to be identified in the (n,m)-
semigroup, although they are different in the
semigroup (B;A), or some elements of the
form (i,x) and (j,y) for ¢ # j have to be
identified.

The discussion above leads to the following
question.

4) Is construction of a good reduction (or
canonical ARS) possible in general case, i.e.
for vector (m,m)-presentations (B;A) per-
mitting the corresponding set of induced bi-
nary relations A to contain pairs with length
m?

The general answer is most probably NO
(some counter examples might be found).
Perhaps further classifications on A i.e. A
shall be made, which would lead to appro-
priate conclusions and/or guides for future
investigations.

Summing up, the existence of a good com-
binatorial description (or a canonical ARS)
for (B; A) not necessarily implies existence of
a good combinatorial description for (B;A).
Theorem 4.4 indicates that the above is true
when B is finite. However,

5) Does the solution of the word problem
for (B; A) imply solution to the word prob-
lem for (B;A)?

At this moment we do not have an answer
to this question, although we have some in-

dication that, in general, the answer is NO
for B infinite and is YES for B finite.

APPLICATIONS IN VARIETIES OF
(n,m)-SEMIGROUPS;
GENERALIZATIONS THAT
INCORPORATE NEW IDEAS

The introduction of vector (n,m)-
presentations of (n,m)-semigroups has led
to noticeable results for varieties of (n,m)-
semigroups. The definition of a variety of
(n, m)-semigroups was originally given in [2].
Vector varieties of (n,m)-semigroups and
vector (n, m)-presentations in such varieties
were introduced in [4]. Recent investigations
were made in [35, 36, 37|. In [35] a direct
description of the complete system of (n, m)-
identities for a variety of (n, m)-semigroups
is obtained. In [36] a characterization of vec-
tor varieties of (n, m)-semigroups is made. 1t

is shown that the class of vector varieties of
(n, m)-semigroups is a proper subset of the

class of varieties of (n, m)-semigroups (when
m > 2), and necessary and sufficient condi-
tions for a variety of (n, m)-semigroups to be
a vector variety are provided. In [37] a di-
rect proof of Birkhoff’s HSP theorem for va-
rieties of (n,m)-semigroups is given. More-
over, a corresponding analog of this theo-
rem for vector varieties of (n, m)-semigroups
(when m > 2) is obtained.

The results exposed in this paper can
be applied for appropriate classes of vec-
tor varieties of (n,m)-semigroups. Conse-
quently, good reductions for vector (n,m)-
presentations in some classes of vector va-
rieties of (n,m)-semigroups might be con-

structed.  This would lead to an_exis-
tence of good descriptions for free objects

in such (n,m)-varieties. There are various
open questions concerning (vector) varieties
of (n,m)-semigroups and numerous investi-
gation possibilities within.

Vector valued semigroups provide a way
of obtaining new languages. If we think of
a binary operation as a process that from
two information produces one information,
then we can think of an (m+k, m)-operation
as a process that from m + k information,
produces m information. Several authors
(D. Dimovski, V. Manevska) have investi-
gated formal vector valued languages and
automata [15, 20]. The aim of our work,
in a way, is to obtain a better understand-
ing of these complicated languages. After-
wards, they might find possible application
in ICT security systems. Quantum comput-
ers would additionally support this idea, and
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hopefully open new opportunities for incor-
porating these formal languages within ICT
security systems. It is quite possible that
the development of the combinatorial theory
of (n,m)-semigroups has a bright future in
front.
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Hoceemeno na wawuom cakxarn npogpecop I'opdu Yynona

Haoramero na kombunaropen onuc 3a (n,m)-uoayrpyna 3agaiesa co (n,m)-upercraBysamwe (B; A)
€ MPWJIMYHO TEIIKa 33Ja49a W KOMILIeKceH mpobieM. Iloromemuor 6poj mo0meHn pe3yaTaTh Ce OJHECYBAAT
Ha, CIIEIMjaJIHN KJIaCH TPETCTaByBamba Ha (1, m)-ToJIyTPyNN HAPEUYEeHN BEKTOPCKU (n,m)-TPeTCTaByBama Ha
(n, m)-nogyrpynu. VlcTure MHIAyIMPAAT COOJBETHU MPETCTABYBalba Ha OUHADHU IOJIYTPYIH, TOPAAU IITO
NPAITAKETO 33 MOCTOEHhEe Ha 100ap KOMOMHATOpeH ommc Ha (B; A) e TeCHO MOBP3aHO CO MPAITAKETO 3a TOo-
cToeme Ha mobap KOMOWHATODEH ONMC Ha COOJBETHATA WHAyIMpaHa OGuHapHa nonyrpymna (B;A). Ipasnve
npereJ; Ha OBHE Pe3yJITATH, IIPYU IITO I'M KJacHpUIEpaMe yCJIOBHTE IO/ KOM MOCTOCHETO Ha 106ap KOMOHHA-
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OTBOpEeHU HPOdJIEMH, [IOCOYyBaMe [IPUMEHA Ha J0bueHuTe pesysiraru BO MHOIyobpasuja (n, m)-uoayrpynu u
JaBaMe HACOKHU 3a UJIHU HCTPaXKyBaba.
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INTRODUCTION

This work is a continuation of our re-
sults presented in |7, 8, 9]. In [10] we have

discussed the word problem solvability for
some classes of vector (n, m)-presentations.
Here we try to apply some of those results for
varieties of (n, m)-semigroups, in particular
for some classes of vector varieties of (n, m)-
semigroups. The introductory notions, basic
definitions, and properties are incorporated
in the review paper [10], that is our main
reference paper. Bellow we annex few ad-

ditional details necessary for the rest of the
text.

- For an (n, m)-presentation of an (n,m)-
semigroup (B;A) (that is the factor (n,m)-
semigroup F(B)/A where A is the smallest
congruence on F(B) such that A C A and
F(B)/A is an (n,m)-semigroup), it can be
easily shown that A = A ([2]).

- Two (m,m)-semigroup presentations
(B"; A’ and (B"; A") are strictly equivalent
if B = B” and A’ = A”. We use the nota-
tion (B’; A’y = (B"; A”) ([3]).

- Given a set of vector (n, m)-relations A,
we will need to emphasize (in notation) the

connection with its corresponding induced
binary relations A. Thus, we allow elements

from B to be represented as (i,x) for some
x € B™ and i € N,,,. Hence, given u € F(B)
we will also use the notation (i, u} 'uul;)
where ¢ € N,, and u, € F(B) (v € N,,\{¢}).
In other words, we have the following nota-
tion definition:

u € F(B) <= u=(i,x)
for some i € N,,, x = u7"™**, and s € N.
(Note that, each element from F(B)\B
remains to have a unique representation
(i, u"***) where i € N,, and s > 1). Hence,
for vector (n, m)-relations A and the corre-
sponding induced binary relations A, we will
also use the following notation

} A=Ay
Ay ={((,x), (,¥)) | (x,y) € A, i € N}

PRESENTATIONS IN VARIETIES OF
(n,m)-SEMIGROUPS

The varieties of (n, m)-semigroups were
defined in [2] and also explored in [3, 8, 9].
We recall basic definitions and properties
necessary for the rest of the text.

If F(N) is a free poly-(n,m)-groupoid
with a basis N and @ = (Q,h) is a poly-
(n,m)-groupoid, for each 7 € F(N) there
exists a smallest t € N such that 7 € F(N,)
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and 7 defines a t-ary operation on () as fol-
lows:

)Ifr =4 €N, and a = a} € Q' then
7(a) = q;

i) If 7 = (4, 7""**) and a =
7(a) = hi(ri(a) ... Tmia(a
7,(a) are already defined.

Let T,w € F(N). Then 1w € F(N;)
for some ¢t € N. A poly-(n, m)-groupoid
Q satisfies the (n, m)-identity (7,w) (i.e.
Q E (rw)), i T( ) = w(a) for an arbi-
trary a = a} € Q

A class of (n, m)-semigroups V is a variety
if and only if there exists a set of (n,m)-
identities © such that G = © for every
G € V. This means that G | (7,w), for
every (T,w) € © and every G € V. We use
the notation V = Var®.

In [8] we gave a description of the complete
system of (n,m)-identities © for a variety
Var©. We also showed that 1y(F(N))/0O is
a free object in Var® with basis N where 1)
is the reduction for (N; () (for more details
on vy, see [10]). In [9] we explored a special
class of varieties of (n, m)-semigroups, called
vector varieties of (n,m)-semigroups. They
are originally defined in [3], as follows:

Let p = m + sk, q = m + rk, where
s, > 0andlet (i, j7) € Nt xN*. An (n, m)-
semigroup G = (G;g) satisfies the vector
g(ai, -..a;,) = g(ay, ...a;,) for an arbitrary
al € G', where t = H;ayx{iu,jl,}.

al € Q' then
), assuming that

Every vector (n,m)-identity (,j{) in-
duces a set of (n,m)-identities (zﬁ’,jf) g
o(F(N)) x tho(F(N)) defined by: (17, ji)4
{((G,4)), (i, j1)) i € N}, and moreover,
G B @) — GE (@D Con
sequently, if ©" is a set of vector (n,m)—
identities then it induces a set of (n,m)-
identities Oy, and, G F O’ <= G = O),.

Definition 2.1 A variety of (n,m)-
semigroups V is called a vector variety
of (n,m)-semigroups, if there exists a set
of vector (n,m)-identities ©’, such that

V= Var@’#.

In continuation we will define (n,m)-
semigroup presentations in varieties of
(n,m)-semigroups. The main idea arises
from [3].

F(B)/© (F(B)) € Var®.

Let © be a set of (n, m)-identities and let
F(B) = (F(B);f) be a free poly-(n,m)-
groupoid with basis B # (). Every (n,m)-
identity (7,w) € F(N;) x F(N;) defines a re-
lation on F'(B) given by
(7, w)(F(B)) = {(7(u}), w(uy)) Juj € F(B)'}
Thus, © defines a corresponding set
O(F(B)) C F(B) x F(B) given by

O(F(B) = U (rw)(F(B) =
(r,w)€EO

{ (7(u), w(u)) [ (r,w) € O,

Twe F(Ny), vl € F(B),, t e N}
Clearly, ©(F(B)) is a set of (n, m)-defining
relations on B.

The following result is stated in [3], here
we give its proof.
Proposition 2.1 (B; O(F(B))) is a free
object in Var©® with basis B.
Proof. Recall that (B; © (F(B))) =
F(B)/© (F(B)) where O (F(B)) is the
smallest congruence on F(B) such that
O(F(B)) C 6(F(B)) and F(B)/ 6 (F(B))
is an (n,m)-semigroup. Let (7,w) € ©O.
Then 7,w € F(N;) for some t € N. For

an arbitrary sequence ul( (B)),...,u?(F(B))
from F(B)/© (F(B)), we have
B o(F(B
7_(ul(()) ”ut(())):
(r)PTPT = (w(u) TP
o(F(B o(F(B
w(ul( ( ))---Ut( ( ))).
Thus, F(B)/© (F(B)) | (r,w). Hence,

F(B)/O(F(B)) E © and therefore
It is clear that

© (F(B)) is the smallest congruence on
F(B) containing © (F'(B)) and such that
F(B)/O (F(B)) € Var©, and thus we con-
clude that F(B)/ O (F(B)) is a free object
in Var©®. Namely, for arbitraries @ € Var©
and £ : B — @, there is a unique homo-
morphic extension ¢ : F(B) — @ and
moreover, F(B)/ker( € Var®. The fact
that © (F(B)) is the smallest congruence on
F(B) such that F(B)/© (F(B))isin Var®,
implies that © (F(B)) C keré. Therefore,
we define a map n : F(B)/© (F(B)) = Q,
by: nu®F®)) = £(u). It is straight-
forward to check that n is a homomor-
phism, since ¢ is a homomorphism, and
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n(nat(© (F(BD)“B) = E‘B = ¢ Also, nis
unique, since £ is unique. O]

From now on, the congruence © (F(B))
will be denoted by © and consequently,
F(B)/©(F(B)) = F(B)/®.

For a given A C F(B) x F(B), we have

A U©O(F(B)) C F(B) x F(B), that is a set
of (n,m)-defining relations on B, and thus
(B; AUO (F(B)))is an (n, m)-presentation
of an (n, m)-semigroup.
Definition 2.2 For given B, ©, and A,
we denote the (n, m)-semigroup presentation
(B; AUO (F(B))) by (B; A; ©), and we
say that (B; A; ©) is a presentation of an
(n, m)-semigroup in the variety Var®.

In particular, we define vector (n,m)-
semigroup presentations in (vector) varieties
of (n, m)-semigroups.

Definition 2.3 (B; A; ©) is a vector pre-
sentation of an (n,m)-semigroup in Var®,
if (B; A) and (N; ©) are vector (n,m)-
presentations.

Thus, and by the notation given in the
introduction part, given a vector (n,m)-
semigroup presentation (B; A; ©) in Var®
we can also denote it as (B; A; ©), where:

A C BT x Bt and A = Ay;

O’ C Nt x NT and © = ©/,.

Given (B; A; ©'), the set of vector (n,m)-
identities ©' C Nt x NT induces a set
©'(B) C Bt x B* defined by:

(af,c]) € ©(B) if there exist (i}, j{) € ©
and a sequence by, by, ... € B such that

a, =b;,, p € Ny and ¢, = bj,, v € N,.
In other words,
©'(B) = {(bi, - - - bi,, bj, ... bj,) |

(i1, j7) € @, V' € Bt, t= n;a}jX{iu,ju}}.

Now, AU ©(B) C BT x B" is a set
of vector (n,m)-relations on B, and thus
(B; AUO'(B)) is a vector (n, m)-presentation
of an (n, m)-semigroup. But, (B; AU©'(B))
is not in Var®., in general case.

Example 2.1. Let n = 3, m = 2,
B ={a,b}, A = 0, and let © be a set of
(3, 2)-identities defined by:

O = {(I3,1*)} for some [ € N, i.e.

O, = {((1, 1), (L,11)), ((2,11),(2,1))}
={((1,U1),1), ((2,1),1)}.

We have that (a,b; ©') = (a,b; ©)) is a
(3,2)-semigroup presentation in Var®.,.
Moreover, the (3,2)-semigroup (a, b; @’#> =
F(a,b)/ O, (F(a,b)) is a free object in
Var®), with basis {a,b}. On the other
hand, the (3,2)-semigroup presentation
(B; ©'(B)) = (a,b; ©(a,b)) represents the
(3,2)-semigroup F(a,b)/ (0 (a,b))y. Tt is
easy to see that (©'(a,b))x C & (F(a,b))
and thus (&(a,b))x € © (F(a,b)). Con-
sequently, if two elements are equal in
(a,b; ©'(a,b)), they are equal in (a, b; ©') as
well, The opposite is not true. For example,
(2, (1, aba)(1, aba)(1, aba)) = (1, aba) in
{a,b; ©") but (2, (1, aba)(1, aba)(1, aba)) #
(1, aba) in (a,b; ©'(a,b)). We conclude that
(a,b; ©(a,b)) & Varol. O
Proposition 2.2

(B; \; ©) = (B;AUO/'(B)) if and only if
(B;AUO(B)) € Var©,.

Proof. (=). Straightforward.

<). It is easy to notice that
(Ap UO'(B)y) € (Ay UOL(F(B))),

and thus Ay UO'(B)y C Ay UOL(F(B)).

Since F(B)/Ay U O (B)y € Var®.,, it fol-
lows that for i € N,,, for an (n, m)-identity

(i, 71 ) € ©', and for a sequence u} from
F(B), where b — max{i,, j,}:
wv

T 0
ApL07(B)y A,UO/(B)
fl( N 'uj;t #)7
e (filu, ...y ,))W _

(filuy, -y )0,

This 1mphes that

<(z,uzl ), (z,u]1 )> €Ay UO(B)y
and thus
O (F(B)) CAyp U (B)4.
Consequently,
Ay UL (F(B)) C Ny US'(B)y,
and moreover,
AgpUOL(F(B)) CApUO(B)y.
Hence, (B; A; ©') = (B;AUO'(B)). O
Consider now, vector (n,m)-presentations

of type (B; AU ©'(B)).
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Since (B;A U ©'(B)) is a vector (n,m)-
presentation of an (n,m)-semigroup, it in-
duces a corresponding binary semigroup pre-
sentation, for which we can apply Theo-
rem 4.1, Theorem 4.2, Theorem 4.3, Theo-
rem 4.4 from [10]. As a consequence, and
providing that Proposition 2.2 is satisfied, we
would get good combinatorial descriptions
for (B; A; ©'), that are objects in Var©l,.
Moreover, we would have word problem solv-
ability for those vector (n, m)-semigroup pre-
sentations in such varieties.
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properties.
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INTRODUCTION

In the sampling theory, as a part of mathemat-
ical statistics, that has been developed for several
decades, one can find different approaches in select-
ing a sample from a population. The discrete and
very often finite nature of population that is of interest
in the theory of sampling design, enables use of fi-
nite algebraic structures in research in this area of
statistics. In [6] we have examined the algebraic
structure of sampling designs, gave a unified formal
definition of the notion of sampling design that
opened the way of construction of new interesting
designs with some better properties in terms of their
use in statistical inference. In [5] we have shown
how to construct a quotient design of a given sam-
pling design. In this paper we present the results
about the opposite task, namely, we construct in-
verse sampling designs that can be associated to a
given sampling design.

Further on, when it is clear from the contest,
we will use only the word design instead of sampling
design.

At the beginning we present some preliminar-
ies. In sections two and three we state the unified
definition of a sampling design as an algebraic struc-
ture and the definition of a quotient design, give
some examples and state some already published re-

sults about quotient designs. In section four a con-
struction and characterization of inverse designs is
given.

Let B = {by, - by} be afinite set (called pop-
ulation), S=S(B) be a semigroup generated by B, and
U=U(B) be a free semigroup generated by B. The el-
ements of U(B) will be denoted by o, 1, ®, ... and
the elements of the semigroup S(B) by s, t, u, ....

Let c€e U, o=by:-b,, for b; € B. For a
given b € B, we say thatb € ¢; if b = b; for some
1 <i <n. The length L(c) of 5 is n. We define the
content C (o) of o € U, by

C(o)={b|bea}.

If S(B) is a semigroup generated by B, then
there exists a unique homomorphism (which is an
epimorphism) v : U(B)—»S(B) suchthat y(b) = b
for each b € B ([1]). From now on we will use the
symbol  only for this epimorphism.

SAMPLE AS AN ELEMENT
OF A SEMIGROUP

In this section we give the definition of a sam-
pling design via semigroups and give some exam-
ples that show how some known sampling designs
can be represented in terms of this definition.

Let B = {by,---, by} be an identifiable popu-
lation and S(B) a semigroup generated by B.
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Definition 2.1 A sampling design over the popula-
tion B and the semigroup S is an ordered triple P =
(B,S,p), where p: S(B)—R is a real function such
that:

i) Foreachs € S,p(s) = 0; and

i) Ysesyp(s) =1.

The semigroup S(B) is called a sampling set
and the function p - a design function. The elements
of S(B) are called S — samples over B, i.e., samples
over B in the semigroup S.

A carrier of the design P is the set

S, = {s|s € S(B),p(s) > 0}.
A unit b € B belongs to a sample s € S, de-
noted by b € s, if s = a,+:--a, fora,,-:-,a,, €B
and thereisanisuchthatl1 <i<n and b =aq;.In

other words b € s if and only if there is a o€ U,
such that b € cand y(o) =s.

A sampling design P = (B, S,p) is called a
regular design if for each b € B, there isan s € S,
such thatb € s.

We say that a sampling design P = (B, S, p) is
finite design if the carrier of P, S, is a finite set.

The content C(s) of s, is defined by

C(s) ={C(o0)|oeU, y(o) = s}.
By this definition we have that if beB, seS,
then b € sifand only if b €U {C|C € C(s)}.

The length L(s) of s, is defined by
L(s) ={n|n = L(0), w(o) = s}.

In other words, the length of s is the set of nat-
ural numbers that are lengths of the representations
of s as a product, i.e., that are lengths of all o€ U,
such that y(o) = s.

We say that a pair (B, S) satisfies the condition
for unigqueness of content (or length) if and only if
C(s) (or L(s)) is a set with one element, for each s €
S(B).

The following examples illustrate the repre-
sentation of different sampling designs, known in lit-
erature, dealing with sampling designs, in terms of
Definition 2.1.

Example 2.1. In [2] a sample is defined as a finite
sequence of units of a population with replications —
ordered sampling design with replications. It can be
represented by a design P = (B, U,p) where U is a
free semigroup generated by B, whose elements
(samples) are finite ordered sequences of B with rep-
lication. By the definition, it follows that the pair (B,
U) satisfies the condition for uniqueness of contents

and the condition for uniqueness of length. The same
representation P = (B, U, p) is valid for an ordered
sampling design with replications of fixed length,
where if p(s) > 0, the length of s is some fixed
number m.

Example 2.2. In [3] a sample is defined as a finite
sequence of units of a population without replica-
tions — ordered sampling design without replica-
tions. This design is of the form P = (B, S, p), where
S is the semigroup generated by B in which the fol-
lowing identities hold for each x,y € S:
x?2=x and xyx = xy.

The condition for uniqueness of contents is satisfied
but not the condition for uniqueness of length, alt-
hough there is a unique canonical representation of
each element of S as a product of units and can be
used for definition of unique content and length.

Example 2.3. In [4] a sample is defined as a subset
of B — unordered sampling design without replica-
tion. According to our definition, this design can be
represented by (B, M(B),p) where M(B) is a free
semi-lattice generated by B, i.e. the semigroup
where, for each x,y € B, the following identities
hold

x?=x and xy = yx.
The condition for uniqueness of content is satisfied
but the condition for uniqueness of length in general
is not satisfied, although as in the previous example
there is a unique canonical representation for each
element of M(B) that can be used for definition of
unique content and length.

Example 2.4. A sampling design where the sample
is defined as a multi subset of B, is called, an unor-
dered sampling design with replications. By Defini-
tion 2.1, a design of this type over a population B is
of the form (B, N, p) where N = N(B) is a free com-
mutative semigroup generated by B, i.e. the semi-
group in which the following identity holds for each
X,y € B:
Xy = yx

Both conditions for uniqueness of content and length
are satisfied.

Example 2.5. We give an example of a design that
doesn’t satisfy neither the condition for uniqueness
of content nor the condition for uniqueness of length.
Such a design is the design (B, S,p) where S is a
semigroup in which the following identity

XyZ = XUz
holds for each x,y,z,u € S.
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QUOTIENT DESIGNS

In this section we give the definition of quo-
tient designs introduced in [5] and state some prop-
erties which are discussed and proven there.

Assume that S = S(B) and S’ = S'(B’) are
semigroups generated by finite populations B and B,
and |[B| =N, |B'| =N’ with N'<N.

Theorem 3.1Let P = (B, S, p) beasampling design
and let ¢: S—>S’ be an epimorphism such that
@(B) =B’ If p’ = p,:S' >R isdefined by
p(s)= Ysep-1(sy P(s) for eachseS,
then, P"= (B’,S’p’) is a sampling design such that
S’y =@(Sp). =
We say that P’ is a quotient design of the de-
sign P by the epimorphism ¢, and denote it by P,,.
In the same sense, we say that P is an g-inverse de-
sign (or just inverse design) of the design P,

In the above theorem and further on, for ab-
breviation, we use ¢~1(s) instead of ¢~ ({s}).
Theorem 3.2 Any design (B, S, p") isa quotient de-
sign by some epimorphism y of some design
(B,U,p). m
Proposition 3.3 Quotient design of aregular design
isaregular design.m

Proposition 3.4 Quoatient design of afinitedesignis
afinitedesign. m

Proposition 3.5 For any design P = (B, S, p) there
isaquotient design P, whichisregular and finite. m

Example 3.1. Let S' = {1} be the semigroup with
one element, and B’ =S’ = {1}. Then there is a
unique design P’ = (B',S’,p") for which p'(1) = 1.
The design P’ is regular and finite and is a quotient
design of any design P.

Proposition 3.6 Any finite design which is not reg-
ular has a quotient design which is not regular.m

Proposition 3.7 Any regular design which is not fi-
nite has a quotient designthat is not finite. m

INVERSE SAMPLING DESIGNS

In the previous section we gave a construction
of a quotient design P’ = (B',S’,p") for a given de-
sign P = (B, S,p) and epimorphism ¢:S — S’, and
called the design P a ¢-inverse design of P’. In this
section we will look at the opposite task, i.e., for a
given design and given epimorphism, we will con-
struct inverse designs.

Theorem 4.1 Assumethat S = S(B) andS' = S'(B)
are semigroups generated by finite populations B
and B', |B|=N, |B'| =N with N'<N, and
@: S—S’ isan epimorphism such that ¢(B) = B”.
Let P = (B',S,p") beasampling design and
let for eachs’ €S’,
ps: @ (sh >R
be a function, such that:
a) ps (s) =0 foreachs Ertp‘l(s’);
b) ZSEgo—l(s') ps (8) =p'(s).
If the function p: S—R is defined by
p(s) = p(p(s)(s)'

then: P = (B,S,p) is a ¢-inverse design of P,
S,c¢1(S'y); and P’ = P,,.

Proof. First of all, since ¢(s) is completely deter-
mined by s, p(s) is well defined real number, and it
is clear that p(s) = 0. On the other hand

D P =) Py (s) = > b

SEeS S€eS SE@~1(sr) s1eST

=Y > e
s1eSr sep~1(s")
= Z p'(s") =1

SIES!

So, P = (B, S,p) isadesign over S = S(B) and

p'(s’) = Psi(s) = p(s).
s€p~1(s") s€p~1(s")
This implies that P’ is a quotient design of P by ¢,
and so, P is g-inverse design of P’ . m

Let us note that if s';,s’, € S"and s € S are
such that s € @~ '(s'1) N @~ (s',), then s’y = 5",
meaning that p: S — R is well defined. Also, if we
consider the family of all functions pg,: @~ 1(s") =
R, which satisfy the conditions a) and b) in Theorem
4.1, we will obtain the family of all designs P =
(B,S,p) that are g-inverse of P'. Particularly, if
P’ = P, putting p,5)(s) = p(s) , we will get the
initial design P.

We should emphasise that if s' € S" is such
that p'(s") = 0, i.e., s" & S, then py(s) = 0, for
all s € ~1(s"). Nevertheless, it is possible to have
p(S) = Py(s)(s) = 0 for some ¢(s) € S',.

The first part of the next theorem follows from
the Propositions 3.5 —3.7, the Example 3.1 and the
Theorem 4.1.

Theorem 4.2 (i) It is possible that an inverse design
of a: a) finite, b) regular,or ¢) finite and regular de-
sign, does not have the same property.

(i) Adesign P’ hassome of the properties a), b), or
c) if and only if there is an inverse design P of P’
that has thesame property.
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Proof. From the Theorem 4.1 and the Propositions
3.3and 3.4 it follows that if there is an inverse design
P of P’ that has some of the properties a), b) or c),
then the design P’ has the same property.

To prove the other direction of part (ii) of the
theorem, for P’ finite or regular, we give a construc-
tion of an inverse design that is finite and inverse de-
sign that is regular and an inverse design that is finite
and regular.

Let P’ be a finite design. We will construct a
finite inverse design of P’

For all s’eS’,,, we choose sy, -+, Sk(s") € 1)
and real numbers p; g, - Pi(s).s' > 0 such that
k(s' 1
2 pis = P(S).
Then the corresponding inverse design P is fi-
nite. Let us note that if we are varying s, ") Si(s)

and the numbers p; s, over all possible values, we
will get all possible finite inverse designs of P’.

Let us assume now that P’ is a regular design.
Then, there is a finite subset A" of S’,,, such that for
each b’ € B', there is s’ € A" such that b’ € s'. (We
can assume that A" is the minimal set with this prop-
erty, which will mean that |A’| < N, but for the fol-
lowing discussion this is irrelevant.) Then, for s’ €
Aleta'y, a,k(s’) be the elements of B’ for which
a'; € s'.We are looking at all units b € B, for which
¢@(b) = a', for some t. For each b with this property,
we choose s, € S, such that ¢(s,) = s"and b € s,.
(This is possible since, from a’; € s’ it follows that
s'=t'a'tq" , where t',q' € S"U{A}, and 1 is the
empty sequence. So, the s, we are looking for is
s, =tbq, for t € ¢~ 1(t')and q € ¢~ 1(q").) By
A(s") we denote the set of all such s,,.

Finally, we choose a function f;,: A(s') » R
such that p'(s") = Ysea(s) fs'(s) and for each s €
S', f¢(s) > 0. Such a function f;, exists, since
p'(s") > 0and A(s") are finite. For example, we can
define fo(s) = p'(s")/|A(s")|. Then, the function
psi: @~ 1(s") = R is defined by

_(fg(s)fors e A(s")
P () _{ 0 otherwise

Any inverse design P obtained in this way is

regular.

Note that by taking different choices for the
sets A(s") as well as different functions f;,, we will
get different regular inverse designs.

At the end, if P’ is finite and regular, we can
take A’ = S’p,, so, any regular inverse design P, ob-
tained by the previous discussion, is finite too. m

Proposition 4.3 For arbitrarydesign P'(B’,S’,p")
thereisa g-inversedesign P(B, S, p) of P such that
the function :S, — S',, induced by ¢, is abijec-
tion. Thedesign P isfiniteif and only if P’ isfinite.
Proof. We obtain such a design if for each s’ € 5,
we choose exactly one s € ¢~ (s") and putpyr (s) =
p'(s") and p,, (t) = 0 forany other t € ¢~ 1(s"),t #
s. If P' is finite, P is finite too, since |S,| = |S",,|. m

With the next example we show that the last
conclusion of the previous proposition does not hold
for regular designs.
Example 4.1. Let B ={by,-:-, by}, U =U(B),
B' ={by,-:+, by_1}, U = U'(B") and let ¢ U—>U’
be the epimorphism generated by b; +— b; for i <
N —1 and by — by_,. Let P' = (B',S",p") be a
regular design. Note that U’ is a subsemigroup of U,
so U'y, is a subset of U. If we take U, =U'},,
p(s) = p'(s), for seU, and p(s) = 0 for s & Uy,
we obtain an inverse design P of the design P’ which
is not regular even though @: U, — U’,, is a bijec-
tion.

The validity of the next proposition is a conse-
quence of the Theorem 4.2.

Proposition 4.4 There is a unique ¢-inverse design
of a given design P' = (B',S',p") if and only if
¢ *(s") has only one element for each s’ € S',. If
thiscondition isnot satisfied, thenthereareinfinitely
many ¢-inverse designs of thedesign P'. m
Proposition 4.5 Any ¢-inverse design of a finite de-
sign P’ isfiniteif andonlyif ¢~ (s") isfinitefor all
s'eS,.
Proof. Let s’y € S',, be such that ¢ ~*(s'y) is an in-
finite set and let A = {s;,-*,S,,**} € @ 1(s") be
suchthat fori # j,s; # s;. We choose a sequence of
positive real numbers py, -+, py, -+ such that
Yn=1Pn =D'(s"0).

If P is a g-inverse design of P’ such that
p(s;) = p; then P isnot finite since A < S,,. m

For a similar characterisation of regular de-
signs as the previous property, we need to introduce
the following notion.

Let P = (B, S,p) be a sampling design. We
say that a subset T < S is a regular subset of S if for
each b € B, thereisat € T,suchthat b € t.

The subset T < S is a minimal regular subset
of S if no other proper subset of T is regular.

If T" is minimal regular subset of S’ such that
T'S S, andT € ¢ '(T") is such that for each s’ €
T',|T n ¢~ 1(s")| = 1, then T is regular subset of S,.
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Proposition 4.6 A g-inverse design of a regular de-
signP' = (B',S’,p") isregular if and only if any sub-
set T of ¢~1(S",) such that for eachs’ € S',,|T N
¢ 1(s")| =1,isregular inS. m
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HNHBEP3HU IN3AJHU HA ITPUMEPOK

Kanera IHonecka

YKHUM, @akynret 3a HHPOPMATHUKU HAYKH U KOMITjYTEPCKO HHKEHEPCTBO
Ckorije, Penmybnmuka Makenonuja

Ilocsemeno na npogecop I opru Yynona

Kopucrejku ja neduHniMja Ha IPUMEPOK BO TEPMUHH Ha airebapcKH CTPYKTYpPH, BoBeleHa BO [6], kKako u
HOUMOT 3a (hakTop IUIaH Ha NpUMepOoK onuinax Bo [5] u [6] neduHrpame HHBEP3€EH IU1aH HAa TPUMEPOK M TH HCITUTYBaMe
HEKOH OJ CBOjCTBAaTa KOW T'M UMAaaT OBHE IIAHOBH.

Koayunu 300poBu : moxyrpynu, cnoboaHa moiayrpyna, enumMopdusam, IiaH Ha IpUMEpPOK.

MojoT uHTepec 3a anredpapcKuTe CTPYKTYPH MOTEKHYBA YIITE OJ1 IIPBaTa TOIMHA HA MOUTE CTYAUN
110 MaTemaTHKa, Kora npodyecop 1o exeMenTapHa anredpa mu 6ere mpopecopor 'opru Uymyna. O Toram
Ia ce J0 JIEHEC, TOj MMallle TOJeMO BIIMjaHHe W Oele Med o7 MOjOT HaydeH W mpodecHoHalleH pa3Boj.
Herogara cectpaHocT Kako MaTemMaTuiap, 3HaCHETO Koe 0e3pe3epBHO U YMEIIHO I'o MPEHEeCyBallle, Kako 1
HErOBUOT OJHOC KOH CTYACHTHTE M COpPAa0OTHHUIMTE NPETCTaByBaa NMPHMEP M MHCIHpAIHja BO Mojara
HacTaBHa M HaydyHa pabora. HeroBute He3aOopaBHM NpenaBarma, Tabnara Koja Ha KpajoT HAa YaCOBUTE
W3IJIeAale Kako TPHKIIMBO HAMIIAH A€yl Of YUeOHUK U 33J0JDKUTEITHUTE KOHCYJITAIIUU CO CUTE CTYIEeHTH
BO BTOpHHUK BO 7:30, mpen moueTokoT Ha yacoBuTe BO 8:15 Bo MaremarnukuoT ampurearap va [IM®, ro
noOyiMja MOjOT HayYeH MHTEpPEC BO MAaTeMaTHYKUTE MUCHMILIMHYU. Kora mouyHaB ga paboram Ha Mojara
JOKTOpCKa AWCEpTalMja ¥ I'M JUCKyTHpaBMe MPOOJIEMHTE 0J1 MOjOT HHTEPEC BO MaTeMaTniKaTa CTaTUCTHKA,
HEroBa cyrectuja Oelie Ja ce o0uIaM Jia MpUMeHaM anre0apcKu CTPYKTYPH BO TeopHjara Ha MPUMEPOK
BEPYBajKH JieKa Ha TOj HAYWH MHOTY OJ] Mpalliamara o/ UHTEepec K& MOKaT MOEeJHOCTABHO Jla CE OIrOBOpAT.

Ce uyBcTBYBaM CpekHa W OiarojapHa mTo OeB CTYAEHT W copaboTHHK Ha mpodecopot UynoHa,
mTo Oeme Moj YIUTeN, akaJeMCKH 1 HaydeH MEHTOP ¥ U3BOHPEIEH TpHjaTell.
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This note is a short review of regular and recognizable subsets of monoids. We introduce a new
question about characterizing classes of monoids and show that idempotent monoids can be characterized

by the properties of the languages they recognize.

Key words: monoids, automata, regular languages, recognizable languages

INTRODUCTION

It is well known that there is an inti-
mate relationship between regular languages
(as subsets of free monoids) and their syn-
tactic monoids (as transition monoids of
the corresponding minimal deterministic au-
tomata). Many classes of languages can be
characterized by the ideal structure of their
corresponding syntactic monoids [17]. In
particular, classes of regular languages that
are studied in symbolic dynamics and cellular
automata can be characterized through their
transition monoids of the minimal determin-
istic presentation [9, 11]. With this note, we
ask the converse question: can properties of
the languages recognized by classes of finite
monoids describe, or characterize, the class of
monoids? For the simple case of idempotent
monoids we show that such characterization
is possible.

The notions of automata and languages
can be extended to arbitrary monoids. One
can consider M-regular subsets of M where
M is an arbitrary monoid, not necessarily
the free monoid. Similarly, the recognizable
languages can be extended to M-recognizable
subsets. In this case, the M-regular subsets

may strictly contain the M-recognizable sub-
sets and we show why this inclusion is strict.
We end by recalling the long standing open
problem for characterizing the monoids for
which M-recognizable and M-regular sets co-
incide.

PRELIMINARIES

2.1. Automata. A standard background in
automata theory can be found in [8, 20]. A
monoid with identity 1 is denoted with M.
A subset of a monoid M is called an M-
language. The set of all words over a finite al-
phabet A is denoted by A*. With the opera-
tion concatenation A* is the free monoid gen-
erated by A. A language is an A*-language.

Definition 2.1 Let M be a monoid.
An M-finite state automaton (or just M-
automaton) is a tuple M = (M,Q,1,T,E)
where () is a finite set of states, I C () the
set of wnitial states, T' C () the set of termi-
nal states and € C Q x M x @ the set of
transitions.

An M-automaton M is associated with a
finite labeled directed multigraph having ver-
tices (), directed edges £, and three func-
tions, s,t : £ — @ (source and target of

Partially supported by the grants NSF DMS-1800443/1764366 and the NSF-Simons Research Center for Mathematics of
Complex Biological Systems, under NSF Grant No. DMS-1764406 and Simons Foundation Grant No. 594594.
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the edges) and the labeling A : £ — M de-
fined by s(q,a,q') = ¢, t(¢,a,q¢') = ¢ and
(AMq,a,q) = a. A transition sequence or a
path in M is a sequence of edges

p= €€ €

= (q,a1,1)(q1,a2,q2) - - - (qr—1, ar, @)

satisfying s(e; 1) = t(e;) fori =1,... k — 1.
In fact p € £*. The label of p is A(p) =
Aer) - Meg) = ay---ap € M. The source
of p is s(p) = s(e1) = qo and target of p is
t(p) = tlex) = g

A element w € M is accepted by M if there
is a path p such that s(p) € I, t(p) € T and
A(p) = w. In the case of M = A*, w is called
a word. The M-language recognized by M is
L(M) ={w € M|w is accepted by M}. In
particular, 1 € L(M) if and only if INT # 0.

Definition 2.2 An M-language L C M is
M -regularif there exists an M-automaton M
such that L = L(M).

The class of M-regular languages is de-
noted Reg(M). Here we concentrate on de-
terministic M-automata, that is, for every
g € @ and every a € M the set {¢ |
(q,a,q') € £} is either a singleton or empty.
It is well known that the class Reg(M) re-
mains unchanged when we restrict our atten-
tion to deterministic automata. In the deter-
ministic case, if X C M is the set of labels of
the transitions, then X* (as a submonoid of
M) acts on @ by ¢-a = ¢ or just ga = ¢ for
(¢,a,q") € £ and a € X. If there is no tran-
sition starting at ¢ with label a then qa = 0.
One can always add a ‘junk’ state in Q and
set ga = junk whenever qa = (), hence, for
each a € X, its action on () is considered
as a function rather than a partial function.
For w € X*, qw = ¢ if there is a path in M
from ¢ to ¢’ with label w. We usually take
that X* = M, ie., X generates M. The
transition monoid T (M) of M is the set X*
as functions acting on the states of M.

2.2. Monoids. Let L C M and x € M. The
context of x in M with respect to L is
Cr(z) = {(u,v) | u,v,€ M,uzv € L}

We set z ~, y if and only if Cp(x) = Cp(y).
The syntactic semigroup of L is the quotient
M/ ~p, denoted with S(L) with the opera-
tion [z|[y] = [xy]. A subset L of a monoid
M is said to be recognizable if there is a mor-
phism ¢ from M to a finite monoid N such
that L = ¢ 1(P) for some subset P C N.

A monoid N recognizes L if there is a mor-
phism ¢ : M — N and a subset P of N such

that L = ¢~ '(P). So L is recognizable if it
is recognized by a finite monoid. The class
of recognizable subsets of M is denoted by
Rec(M). The following hold [17, 19].

Proposition 2.1

e The syntactic monoid S(L) recognizes L.

o If L € Reg(A*) then it is recognized by
the transition monoid T (M) of the minimal
deterministic M. Moreover, L € Reg(A*) if
and only if L € Rec(A*).

e A monoid M recognizes L C A* if and
only if the syntactic monoid S(L) of L di-
vides M (it is a quotient of a submonoid of

The ideal structure of a monoid can be de-
scribed with the following equivalence rela-
tions which are based on the principal ideals.

Definition 2.3 Let M be a monoid.
Green’s relations R, L,J, H, D on M are de-
fined as (a,b € M):

aRbif aM =bM

alLbif Ma= Mb
aJbif MaM = MbM
aHbifaRband aLb

a Db if there is ¢ € M such that a Re
and c¢Lb

In a finite monoid D = J. In this case the
subgroups of M are the H classes containing
idempotents.

MONOIDS AND LANGUAGES

3.1. Monoid characterizations of classes
of languages. Algebraic characterization of
languages is often used in automata theory,
and some classes of languages show up in
other fields, such as symbolic dynamics [14].
The concept of local languages remains fun-
damental in automata theory as every reg-
ular language is a morphic image of a lo-
cal language (more precisely, strictly locally
testable), and this characterization has been
used to define regular 2-dimensional lan-
guages (sets of rectangular arrays of sym-
bols [7, 12|). A language L C A* is local
if it is a complement of finitely generated
submonoid of A*. In other words, L is lo-
cal if there is a finite set of words F' such
that L = A* \ A*FA*. The set F is called
the set of forbidden words. A word w € A*
is called a constant for the language L C A*
when for all vy, vy, v3,v4 € A* the following
implication holds,

viwvy € L and vawvy € L = vjwuy € L.
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A well known characterization of local lan-
guages states: k is the maximal length of the
set of forbidden words if and only if all words
of length > k are constants for L [14, 11].
These words also act as constant functions
(hence the name) in the action of A* on the
minimal deterministic automaton M recog-
nizing the language.

Definition 3.1 A language () # L C A* is:
e factorial if for all z,y,z € A*
xyze L=y €L
e cxtendable if for all x € L
there are i,z € AT such that yxz € L
o transitive for all x,y € L
there is z € A* such that zzy € L

Local, factorial and extendable languages
correspond to factors of subshifts of finite
type, while factorial, extendable and regular
(FER) languages consist of factors of sofic
subshifts. Transitive languages can be as-
sociated with transitive symbolic dynamical
systems [14]. These languages, in particu-
lar factorial, transitive and regular (FTR)
languages can also be studied as factors of
images and traces of cellular automata [2].
Their syntactic monoids can be characterized
as follows. We set 7 : A* — S(L) as the nat-
ural onto morphism defined with z — [z].

Proposition 3.1 [9] L is an FTR language
if and only if S(L) has the following proper-
lies:

(i) S(L) is finite

(ii) S(L) has a 0 such that n~'(S(L) —
o) =1

(i1i) S(L) has a O-minimal right ideal R
(an R-class) such that for every non zero

x € S(L), Rx #0.

In this case, one can define an A*-
automaton such that the states are the R-
classes of the 0-minimal right ideal of S(L)
with transitions defined as [z]a = [za]. This
automaton, in fact, becomes the minimal
transitive representation of the language [9].
Let Z. = {[z]|z is a constant for L}. Ob-
serve that Z. is an ideal for S(L). More-
over, for a local, or an F'TR-language L, the
word ¢ € L is constant if and only if Dy, has
H-trivial subclasses, that is, the correspond-
ing D-classes are group-free. This holds even
for a larger class of languages that are facto-
rial and extendable (not necessarily regular),
such as the Dyck languages. Although their
syntactic monoids are infinite, the classes of
relations D and J coincide [10].

Proposition 3.2 [11, 15| Let L be a lan-
guage and I, = {[z]|x is a constant for
L}. The language L is local if and only if
[1] = {1} and the set of idempotents E =
{e|e?* =e,e # 1,e # 0} is a non-empty sub-
set of the ideal Z..

Note that every finite group can be a syn-
tactic monoid of some language by an appro-
priate definition of an action of the group to
a directed graph.

3.2. Language characterization of
classes of monoids. As computer science,
and in particular, algebraic automata the-
ory concentrates on understanding classes of
languages, there has been virtually no stud-
ies of the converse question. Characterize
classes of monoids according to the classes
of languages that they recognize. In partic-
ular, consider the class C of finite monoids
that belong to an identity defined variety
of monoids, such as the variety defined by
a™y" = (xy)™ (varieties of such groupoids
and other algebraic structures have been
studied by Cupona and his collaborators,
e.g. |3, 4]). Can the properties of the classes
of languages that are recognized by C deter-
mine the monoids in C? One simple case with
a positive answer can be observed with the
following. Recall that idempotent monoids
are monoids whose every element is an idem-
potent.

Proposition 3.3 A finite monoid M is an
idempotent monoid if and only if every lan-
quage L recognized by M satisfies the equiv-
alence

we L+ wtCL

Proof. If M is an idempotent monoid then M
satisfies the equation 22 = z. Let n : A* —
M be a morphism and L recognized through
P C M such that L = n~'(P). Then for
w € L, and n(w) = p € P we have that
pp = n(ww) = n(w™) = p, hence, for all n,
w™ € n~(p), which implies that w™ C L. Of
course, if w™ C L then w € L by definition.

Converse, suppose that every L recognized
by M satisfies the equivalence of the propo-
sition. Consider a surjective morphism 7 :
A* — M. Let p € M and take P to be
the singleton P = {p} and let L = n~!(p).
Suppose w is of minimal length such that
n(w) = p. The equivalence of the proposi-
tion says that w* C L and hence n(w™) € P,
ie. n(w") = p. In particular, for n = 2 we
have n(ww) = pp = p, implying that p must
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be an idempotent. As this is true for every
p € M, M is an idempotent monoid. O

For a finite idempotent monoid and P C
M, let 771 (p)min be the minimal length w €
A* such that n(w) = p. Then whenever we
have py, po, p1p2 € P the language recognized
as n (P) C A* contains the subsemigroup
M (p1)min Y 71 (p2)min)T which is extend-
able and transitive.

As a specific case, consider the idempotent
monoid \73 = {]_, hla h27 hlhg, hghl} Satisfy—
ing h;h;h; = h; for i,j = 1,2. It consists
of a single D-class containing the four non-
identity elements, two R-classes ({h1, hihs},
{hahy, hy}) and similarly two L-classes. If
A = {a,b} the only languages recognized
by J3 are ac, b, aAc, bA°, A‘a, Ab where
e € {x,+} and their pairwise intersections
and unions.

We point out that the above question
(characterizing classes of monoids through
the properties of the languages they recog-
nize) can be considered also for classes that
are not necessarily varieties. The monoid J3
is a special case of the Jones monoids 7, gen-
erated by h;, : = 1,...,n — 1, with relations
and (C) h;h; = hjh; for i j| > 2. Unfor-
tunately, except for n = 3, the Jones monoids
are not idempotent monoids, but they are all
finite monoids |1, 21]. Given the relations
(A)—(C), what are the properties of the lan-
guages recognized by 7,7 Can those prop-

erties be listed such that monoids 7, can be
characterized?

RECOGNIZABLE VS REGULAR

Kleene’s theorem says that Reg(A*)
coincides with the smallest class of languages
that contain all finite languages and is closed
under union, product and *-operation (L* =

<oL" where L° = {1}) [13]. Similarly, the
smallest class of subsets of M that contains
all finite subsets of M, is closed under union,
product and *-operation is the set of ratio-
nal M-languages denoted Rat(M). It can be
observed that Rat(M) = Reg(M) for every
M 5]

Consider A = {a,b} and M = A* x A*. A
two state automaton (states g, g2 with tran-
sitions ¢i(a,1) = g2 and ¢2(1,b) = ¢, hav-
ing initial and terminal state ¢;) recognizes
the M-language Ly, = (a,b)* = {(a™,b") |
n > 0}. One can add a junk state g3 sending

all other missing transitions with generators
(a,1),(b,1),(1,a),(1,b) to this state. Hence
(a,b)* € Reg(M). Let N be a finite monoid
and a morphism n: M — N. Let n(a,1) =z
and n(1,b) = y. Because (a,1)(1,b) =
(1,b)(a,1) = (a,b) we must have zy = yx in
N. If P C N issuch that n~!(P) = Ly, then
P must contain the submonoid of N gener-
ated by xy. However, due to the commu-
tativity, (zy)™ = x"y". Because N is finite,
there are n, k such that 2"*t* = 2" and there-
fore n(a™™*,b") = a"try" = 2"y" € P. But
(a™* ") & Ly Thus Ly € Rec(M). Ob-
serve that there is no morphism from M to
the transition monoid of this M-automaton
since the action of (a,1)(1,b) on the states
q1,Q2,q3 is not the same as the action of
(1,b)(a, 1), although they represent the same
element in M.

By Proposition 2.1 we have that
Reg(A*) = Rec(A*). The equivalence of
two automata, or the emptiness problem for
A*-automata are easily decidable. Rec(A*)
is closed under intersection, but in general
Rec(M) is not necessarily so, and that poses
the main problem in understanding Rec(M).
The simple example above is a base of several
undecidability observations.

Proposition 4.1

(a) There is a monoid M such that it is
undecidable whether Ly Ly = () for Ly, Ly €
Reg(M) [18].

(b) There is a monoid M such that it is
undecidable whether two M -automata recog-
nize the same language [6].

In general, for a finitely generated monoid
M, Rec(M) C Reg(M) [16], but, as we saw
above, the other inclusion does not neces-
sarily hold. If M is not finitely generated,
then even this inclusion does not hold. Take
M = Z with the multiplication of numbers
as the operation. One can map Z into a three
element monoid {0, 1,2} with 0 being a zero
element, 1 being an identity, and 2 -2 = 0.
The map sends 1, —1 +— 1, prime — 2, and
non-prime — 0. The inverse image of {2} is
the set of primes (hence the set is recogniz-
able), but it cannot be a regular set since no
automaton can recognize this set.

When M is a group we have the following:

Proposition 4.2. [19] Let G be a finitely
generated group and H < G. Then
(a) H € Reg(G) iff H is finitely generated
(b) H € Rec(G) iff H has finite inde.
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Problem: Characterize Kleene’s monoids,
i.e., monoids with Rec(M) = Reg(M).
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ITPEIIO3HATJINBUA N PEI'YJIAPHU TIO/IMHOXKECTBA O/ MOHOUJIN
Haramma Jonocka

Opnenenne 3a Maremaruka u Crarucruka, Yuausepsurer Ha Jyxuaa Ouopujia,

Tamma Paopuga, 33620 CAJL
Bo cnomen wa npogdecop Topsu Yynowna co daabora baazodaprocm

OBoj 3ammc e Kparka peBu3urja HA PEryJapHU U MPEMO3HATINBY MOIMHOKECTBA, O MOHOU 1. BoBemy-
BaMe HOBO Ipalllaibe 38 KapaKTepu3allnja Ha KJIACH MOHOUJIU U MOKAXKyBaMe JleKa KIacaTa Ha UAEHIOTEHTHI
MOHOUJIN MOZKE JIa ce KapaKTepu3upa MpeKy CBOjCTBATA HA ja3WITUTE MPEMO3HAEHU CO OBAa KJIaca.

Kuyuysu 360poBu: MOHOWIN, ABTOMATH, PETYJIAPHU ja3WIIM, MPEMO3HATINBA jA3UIIN

WNwmas npusuiernja npodecop UymoHa ga MU MOMOTHE Ja TO 3aII0YHAM MOETO MPOMECHOHA-
HO IaTelecTBUe U MY JIoJKaM rojema Oiarogapaoct. Mojara aumsiomcka pabora Gerie Ha Tema
KoMbWHATOpHA Teopuja Ha rpynu u mpodecop Uymona Hermre moj mentop. Ilomornma 3a Bpeme Ha
MOUTE JOKTOPCKU CTYAWW Ce HABPATUB HA OBaa TeMa, & U MOjaTa JTOKTOPCKA JUCEPTAIN]ja 3aBPIITH
co mobap jes noceereH Ha nosyrpynu. Kako acucrent Ha Uucruryror mo Maremaruka 3a jaBe-Tpu
ronuawu, mpodecop Uynona mu ja npenopada kaurata Teopuja wa Asromaru ox Apro Casoma [20],
u Taa obJIACT 3aBpINKM KaKO IJIaBHA TeMa Ha Mojara jucepranuja u ucrpaxysawe ([9, 10, 11]). A
moBeKe 071 cé Hea MOMEHTHUTE Ha JIPYKEFHE IIITO TOj TH KPEUPAIIe U IITO He TpaBea OJMCKN CO HETro,
a u 6JincKu Mery Hac Kako JApyrapu MaTeMaTHYapH.
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We emphasize the importance of visualization in undergraduate mathematics courses and suggest drawing-to-
learn intervention that will help students solidify concept images of mathematical objects through drawing activity.
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INTRODUCTION

Visualization as a process of reflection upon
pictures, images or diagrams on a blackboard, paper
or other technical tools, is a subject of intense re-
search in the last decade. Deductive and analytical
nature of mathematical reasoning seems detached
from the influence of visual images designed to il-
lustrate the connection between the given data and
the unknown in a particular mathematical problem.
In recent years we are witnessing a tremendous de-
velopment of computer graphics and educational
software. Their ubiquitous penetration into educa-
tional practice may lead some to believe that nonpar-
ticipative exposure of the learner to predetermined
images and spatial representations of mathematical
objects on a computer screen can be an alternative to
the process of active creation of visual representa-
tion of mathematical objects by hand, and oppor-
tunity to manipulate them in this creative process.
The process of sketching abstract mathematical ob-
jects involves powerful hand-mind coordination
which results in concretization of these objects as
creations of our own hands, subject to easy manipu-
lation or transformation. Although we are witness-
ing an increasing demand for profiles in science,
technology, engineering and mathematics (STEM),
more than 40% of STEM majors in US universities
switch to non-STEM majors before graduation [8].
Mathematics education researchers’ attempt to ana-
lyse this problem, among other factors, emphasize
the weakening standards of high school mathemati-
cal curriculum and not enough attention has been

paid to different modes of presenting mathematical
content.

Inspiration for this essay is the work of Quillin
and Thomas [15] in which they create a framework
for drawing-to-learn approach to reasoning in biol-
ogy classroom. Our research in using visualisation in
teaching of Calculus I11, Vector Calculus and Linear
Algebra courses taught at university level shares
many of their findings and suggestions. We have
demonstrated that the reluctance to use visualization
as a tool in problem-solving strategies is not corre-
lated with students’ ability to sketch, but rather to the
predominance of the analytic way of presenting
mathematical statements in the school curriculum.
Hesitancy towards adequate use of visual arguments
in the process of justification (proof), adds to the per-
ceived bias towards visualizing mathematical state-
ments, and deprives students of a powerful cognitive
tool. Freehand drawing of mathematical objects
(lines, planes, spheres, etc.) has all the elements of
modelling and creates an opportunity for a learner to
manipulate an abstract mathematical object and
serves as a cognitive tool in the learning process.

WHAT IS VISUALIZATION

There is no unified definition of the term “vis-
ualization” in mathematics education literature. In
their influential work on visualization in mathemat-
ics, reading and science education Phillips, Norris
and Macnab give 28 explicit definitions of visualisa-
tion and related terms, in education literature from
1974 to 2010 [12]. In the educational literature one
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can find multiple usages for the same term, some-
times even contradicting each other. In what follows,
we adapt their definition of “visualization object”,
but we use the term “visualization” in drawing-to-
learn activity as a verb.

Visualization objects are physical objects that
are viewed and interpreted by a person for the pur-
pose of understanding something other than the ob-
ject itself. These objects can be pictures, 3D repre-
sentations, schematic representations, animations,
etc. Other sensory data such as sound can be inte-
gral parts of these objects and the objects may ap-
pear on many media such as paper, computer
screens and slides.

Bishop [2] was the first one to note the im-
portant distinction between use of the term “visuali-
zation” as a noun and as a verb. The noun “directs
our attention to the product, the object, the ‘what’ of
visualization, the visual images. The verb of visual-
ization, on the other hand, make us attend to the pro-
cess, the activity, the skill, the ‘how’ of visualizing”.
He defines “visual processing ability” as “ability that
involves visualization and the translation of abstract
relationships and non-figural information into visual
terms. It also includes manipulation and transfor-
mation of visual representations and visual imagery.
It is an ability of process and does not relate to the
form of the stimulus material presented.” [2]

Advancement of electronic devices and tools
for drawing and computer-generated animations ne-
cessitated modification of this definition, resulting in
the above-mentioned definition in [12].

Like in the case of visualization, there is no
unified approach or definition of drawing in draw-
ing-to-learn notion. One can adopt an inclusive def-
inition of drawing given in [15] for the purposes of
drawing mathematical objects or mathematical no-
tions, broadly defined as:

a learner-generated external visual represen-
tation depicting any type of mathematical object,
whether structure, relationship, or process, created
in static two dimensions on any medium.

We should note that creating an external
model of a mathematical object requires not only
mental processes, but also coordination of hand
movements created by following some kinematic
and kinetic parameters that will result in intended ac-
tion. The point of mentioning this is that drawings
presented by an experienced instructor can be intim-
idating for an unexperienced learner, thereby stu-
dents should be constantly encouraged and reminded
that artistic attributes of the visualized object in most
cases are not a prerequisite for its successful use in
the cognitive process.

Although in our teaching practice we are
mostly focused on constructing visualization ob-
jects, either on a whiteboard during enacted lesson,
on paper, or electronically on a computer screen, we
should mention two other distinctive attributes of
visualization as a process.

Introspective visualization refers to mental ob-
jects that a person/learner makes in building their
concept image. The notion of a concept image and
concept definition are two useful ways of under-
standing a mathematical concept. These were cre-
ated by Tall and Vinner [18] and often visualization
is discussed in the framework suggested in [18].
They define the notion of a concept image “...to de-
scribe the total cognitive structure that is associated
with the concept, which includes all the mental pic-
tures and associated properties and processes. It is
built up over the years through experiences of all
kinds, changing as the individual meets new stimuli
and matures”. A concept definition on the other side,
is similar to the notion of definition in mathematics,
with the distinction of being personal to an individ-
ual. According to [18], “... a personal concept defi-
nition can differ from a formal concept definition,
the latter being a concept definition which is ac-
cepted by the mathematical community at large”.

Interpretive Visualization is an act of making
meaning from a visualization object or an introspec-
tive visualization by interpreting information from
the objects or introspections and by cognitively plac-
ing the interpretation within the person’s existing
network of beliefs, experiences, and understanding
[12]. Our pedagogical practice shows that many high
school and collegiate geometry students do not make
the distinction between a mathematical object (no-
tion) and their physical realization in the form of a
visualization object or picture. Just as an illustration,
if AH is the altitude from vertex A in the triangle
ABC where we assume that the angle at the vertex C
is an obtuse angle, for majority of geometry students,
the altitude AH will not exist as a mathematical ob-
ject, or it will not be introspectively visualized, un-
less drawn on the paper or a whiteboard.

H
C C

A B A B

Introducing the altitude AH as an auxiliary el-
ement in the visual representation of the triangle
ABC, will provide valuable insight on how to apply
the basic formula for the area of a triangle if we take
side BC to be a base of the triangle [13] (see p. 47).
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WHAT CONSTITUTES A GOOD
VISUAL INTERPRETATION?

Research has demonstrated that for the vast
majority of scientists and mathematicians’ visualiza-
tion plays central role in their cognitive processes.
Comprehensive theory of visual images in mathe-
matical education is still lacking, and in absence of
such theory, we rely more on intuition and scattered
evidence on the use of images in the learning process
or usefulness of drawing-to-learn activities embod-
ied in the classroom practice.

In what follows, we will outline number of in-
terventions that will help instructors create an envi-
ronment conductive to students’ drawing-to-learn
activities in the classroom. Our experience and re-
search have been conducted with students in Calcu-
lus and Linear Algebra classes. On few occasions
we’ve worked with College of Education’s prospec-
tive teachers in the Geometry Connection course.
More information about research methods and find-
ings can be found in [3,5,10,11].

Typical Calculus Il material is especially suit-
able for drawing-to-learn approach. The example
that follows was from enacted lesson to 45 engineer-
ing students and more details can be found in [10].
We note that students had previous experience with
drawing 3D coordinate system and sets of points
whose coordinates satisfy certain (simple, mostly
linear) algebraic equation(s). We distinguished three
categories of images presented during enacted les-
son: primary image, secondary image, and second-
layer image. We define primary image as an image
on which the derivation of the analytical portion of
the presentation rests, also related to a justification
(visual proof) of subsequent proposition. In the fol-
lowing figure we provide two examples of primary
images that were given in the lecture about triple in-
tegrals in spherical coordinate system.
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Primary image may also play an essential role
in the explanation of a new mathematical concept.
Usually, this image will stay on the board during an
enacted lesson for a substantial amount of time
(compared with the length of the class period). A
second-layer image is an image that will be super-
imposed on a primary image later in the exposition,

bringing new aspects of the presented notion, or il-
lustrating a portion of the proof of a proposition.
Most of the time, during the enacted lesson, students
are inclined to sketch a completely new illustration
rather than revisiting a primary image and superim-
posing on it a new one.
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Illustrative elements that have been superim-
posed on the primary images are indicated as shaded
areas in red. Two remarks are in place for the sec-
ond-layer images. The first one is that we follow
Inglis and Mejia-Ramos’ suggestion that students
are more inclined to accept figures as evidence for a
claim if it is accompanied by descriptive text ex-
plaining the claim. In the enacted lesson, the second
layer imagery has been used also to reinforce the pre-
vious notions (cylindrical coordinate system) and
emphasize connections between the coordinate sys-
tems. Students were invited to derive analytical/al-
gebraic expressions for (portions of the) surfaces
shown and convince themselves about justification
of introducing these new coordinate systems. The
second note is about the use of color when present-
ing images of mathematical objects. Research shows
that excessive use of color can be impeding to the
cognitive process and could be experienced as a dis-
traction to the learner.

Our third category of images are so called sec-
ondary images. These are images that have been
used to clarify a particular argument related to the
primary image, illustrate a particular point in the an-
alytical portion of the argument, or used as a review
of a specific notion used in the exposition. Usually,
these images will stay a short time on the board,
serving its purpose and not interfering with the pri-
mary image. We illustrate this category in the fol-

lowing figure.
? Fcosa —

The left picture on the above figure helps stu-
dents recall the definition of sine and cosine function
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but in an unusual way. Usually, these functions are
given as ratios of a length of a leg with length of the
hypothenuse in a right triangle. Our practice shows
unusual persistence of this high school concept im-
age and prevents students to see different forms of
this analytical formula. The right picture illustrates
(parts of) four graphs of the equation ¢ = ¢ (c is a
constant) in the spherical coordinate system, for four
different choices of c all between 0 and z. Initially,
after showing the cone with c close to zero, students
are invited to sketch a cone with their specific choice
of c.

One can notice that on previous figures, math-
ematical objects are presented in their “typical” po-
sition. In [5] we have examined the diversity of im-
agery of the same mathematical object (triangle, par-
allelogram and trapezoid) in high school geometry
books used in majority of schools in Florida. Our
definition of a typical images of a particular mathe-
matical object is “...a visual representation of that
object that is drown in the majority of instances with
no content-based reason”. In our view on the 3D co-
ordinate system, the viewer is in the first octant and
this is the typical representation in calculus text-
books. The role of the instructor is to point this
anomaly and to invite students to represent the same
mathematical object in 3D but from different stand-
point of the observer.

< ) |5t octant g {

We have illustrated the need to draw in calcu-
lus classes, especially when working with under-
graduate STEM majors, but similar arguments can
be made that will advocate the use of visual argu-
ments in mathematics classes, for much needed scaf-
folding when constructing proofs of a given propo-
sitions. To be clear, we are not advocating ac-
ceptance of visual argument and pictures, as proofs
in mathematics. We seek interventions that will help
student in establishing well organized and coherent
library of concept images, as a necessary tool in the
practice of proving mathematical theorems.
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inition in mathematics with particular reference to

YJIOT'ATA HA BU3Y AJIMBALINJATA BO HACTABATA 110 MATEMATUHKA
BO BUCOKOTO OBPA30OBAHUE

Mnuie KpajueBcknu
Yuusepautet Ha Jyxna @nopuna, CAJl

OBoj KpaTok ecej ja 00paboTyBa TeMaTa Ha BU3yaJlM3anija Ha MaTeMaTHIKUTE 00j€KTH U IIOMMHU BO METO/IMKATa
Ha HacTaBaTa [0 MaTeMaTHKa BO BUCOKOTO oOpa3oBanue. [1okpaj nehMHULMHUTE HA BU3yaJIH3alHja i IOUMOT LpTaM-
Jla-Hay4JaM, HW3 KOHKPETHH IPHUMEpH C€ MIYCTPHpa Ba)KHOCTa HAa OBOj HAYMH HA IPE3CHTAalMja Ha MaTeMaTHYKa
COZP)KHHA 0COOEHO BO TEXHUYKHUTE HAYKH.

Kiayunu 300poBu: BU3yaIn3anyja, BU3yeleH 00jeKT, BUCOKO 00pa3oBaHHe

HNma MHOTY na ce packakyBa 3a BIHjaHHEeTO Ha mnpodecop Uymona He camMo Ha MOJjOT TMaT BO
MaTeMaTHKara, TyKy U Ha aToT Ha e/IHa I[ieJia TeHepalfja oJ] MaKeJIOHCKH MaTeMaTudapy | nenarosu. Toj
umaire aap0a Jia MO4yBCTBYBa KOM MaTeMaTHUKH Ipalamba Ou OHMiie HHTEPECHH 32 COTOBOPHUKOT M HE TH
HaMeTHYBallle HErOBHTE MOTJIeJN KaKo HEWTOo mTo Tpeda na ce cieau. Ho mpen ce, nMarnie BU3Mja Kako
Tpeba /a ce yHampeayBa M pa3BUBa MaTeMaTHYKaTa MHCIa BO MakelloHHja M YMEIIHO UM Cyrepupalie Ha
CTYJICHTHTE KajJie¢ HUBHHOT IMOTCHIHMja] Hajao0po ke mojae 1o u3pas. bemie cBeceH 3a morpebata Ha
JMIAKTHYKATE M METOAMYKUTE HCTPAXKyBamke BO MaTeMaThKara W MU cyrepupaiie ja paboram Ha
npoOJieMHTe OBP3aHH CO HACTAaBaTa M0 MaTeMaTHKa BO BUCOKOTO 0Opa3oBaHUeE.
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